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ESC 4 10]|0 4 2019
Preamble:

Objective of this course is to provide an insight and inculcate the essentials of Civil Engineering
discipline to the students of all branches of Engineering and to provide the students an
illustration of the significance of the Civil Engineering Profession in satisfying the societal needs.

To introduce the students to the basic principles of mechanical engineering
Prerequisite: NIL

Course Outcomes: After completion of the course, the student will be able to

Recall the role of civil engineer in society and to relate the various disciplines of Civil
co1 Engineering.

Explain different types of buildings, building components, building materials and
Cco2 building construction

co3 Describe the importance, objectives and principles of surveying.

04 Summarise the basic infrastructure services MEP, HVAC, elevators, escalators and
ramps

Discuss the Materials, energy systems, water management and environment for green
cos5 buildings.

CO6 Analyse thermodynamic cycles and calculate its efficiency

co7 Illustrate the working and features of IC Engines

cos8 Explain the basic principles of Refrigeration and Air Conditioning

co9 Describe the working of hydraulic machines

CO 10 | Explain the working of power transmission elements

CO 11 | Describe the basic manufacturing, metal joining and machining processes

Mapping of course outcomes with program outcomes
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Assessment Pattern

Basic Civil Engineering Basic Mechanical Engineering
End End Semester
Bloom’s Category ] Semester Continuous Examination
Continuous Assessment |
Examination Assessment (marks)
Test 1 Test 2 (marks) Test 1 Test 2
marks marks marks marks

Remember 5 5 10 7.5 7.5 15
Understand 20 20 40 12.5 12.5 25
Apply 5 5 10
Analyse
Evaluate
Create
Mark distribution
Total Marks | CIE (Marks) | ESE (Marks) ESE Duration

150 50 100 3 hours
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks
End Semester Examination Pattern:
There will be two parts; Part | — Basic Civil Engineering and Part Il — Basic Mechanical Engineering.

Part | and PART Il carries 50 marks each. For the end semester examination, part | contain 2 parts -




Part A and Part B. Part A contain 5 questions carrying 4 marks each (not exceeding 2 questions from
each module). Part B contains 2 questions from each module out of which one to be answered. Each
question carries 10 mark and can have maximum 2 sub-divisions. The pattern for end semester
examination for part Il is same as that of part |. However, student should answer both part | and
part 2 in separate answer booklets.

Course Level Assessment Questions:

Course Outcome CO1: To recall the role of civil engineer in society and to relate the various
disciplines of Civil Engineering.

1.Explain relevance of Civil engineering in the overall infrastructural development of the country.
Course outcome 2 (CO2) (One question from each module and not more than two)

Explain different types of buildings, building components, building materials and building
construction
1. Discuss the difference between plinth area and carpet area.

Course outcome 3 (CO3) (One question from each module and not more than two)

Describe the importance, objectives and principles of surveying.

1. Explain the importance of surveying in Civil Engineering

Course outcome 4 (CO4) (One question from each module and not more than two)

Summarise the basic infrastructure services MEP, HVAC, elevators, escalators and ramps

1. Explain the civil engineering aspects of elevators, escalators and ramps in buildings

Course outcome 5 (CO5) (One question from each module and not more than two)

Discuss the Materials, energy systems, water management and environment for green buildings.

1. Discuss the relevance of Green building in society

Section Il _Answer any 1 full question from each module. Each full question carries 10 marks

Course Outcome 1 (CO1) (Two full question from each module and each question can have
maximum 2 sub-divisions)

To recall the role of civil engineer in society and to relate the various disciplines of Civil Engineering

CO Questions

1. a List out the types of building as per occupancy. Explain any two, each in about five sentences.
b. Discuss the components of a building with a neat figure.
2. a.What are the major disciplines of civil engineering and explain their role in the infrastructural
framework.



b. Explain the role of NBC, KBR & CRZ norms in building rules and regulations prevailing in our
country.

Course Outcome 2 (CO2) & Course Outcome 3 (CO3) (Two full question from each module and
each question can have maximum 2 sub-divisions)

Explain different types of buildings, building components, building materials and building
construction & Describe the importance, objectives and principles of surveying.

CO Questions

1. a. What are the different kinds of cement available and what is their use.
b. List the properties of good building bricks. Explain any five.

2. a. Listand explain any five modern construction materials used for construction.
b. Explain the objectives and principles of surveying

Course outcome 4 (CO4) & Course outcome 5 (CO5) (Two full question from each module and
each question can have maximum 2 sub-divisions)

Summarise the basic infrastructure services MEP, HVAC, elevators, escalators and ramps & Discuss
the Materials, energy systems, water management and environment for green buildings.

CO Questions

1. a. Draw the elevation and plan of one brick thick wall with English bond
b. Explain the energy systems and water management in Green buildings

2. a. Draw neat sketch of the following foundations: (i) Isolated stepped footing;
(ii) Cantilever footing; and (iii) Continuous footing.

b. Discuss the civil engineering aspect of MEP and HVAC in a commercial building

Course Outcome 6 (CO6):
1. In an air standard Otto cycle the compression ratio is 7 and compression begins at 35°C, 0.1
MPa. The maximum temperature of the cycle is 1100°C. Find
i) Heat supplied per kg of air,
ii) Work done per kg of air,
iii) Cycle efficiency
Take Cp = 1.005 kJ/kgK and Cv=0.718 kJ/kgK
2. A Carnot cycle works with adiabatic compression ratio of 5 and isothermal expansion ratio of 2.
The volume of air at the beginning of isothermal expansion is 0.3 m>. If the maximum
temperature and pressure is limited to 550K and 21 bar, determine the minimum temperature
in the cycle and efficiency of the cycle.
3. Inanideal diesel cycle, the temperature at the beginning and end of compression is 65°C and
620°C respectively. The temperature at the beginning and end of the expansion is 1850°C and
850 °C. Determine the ideal efficiency of the cycle.



4. Explain the concepts of CRDI and MPFI in IC Engines.
Course Outcome 7 (CO7)

1. With the help of a neat sketch explain the working of a 4 stroke Sl engine

2. Compare the working of 2 stroke and 4 stroke IC engines

3. Explain the classification of IC Engines.
Course Outcome 8(CO8):

1. Explain the working of vapour compression refrigeration system.
2. With the help of suitable sketch explain the working of a split air conditioner.
3. Define: COP, specific humidity, relative humidity and dew point temperature.
Course Outcome 9 (C0O9):

1. Explain the working of a single stage centrifugal pump with sketches.
2. With the help of a neat sketch, explain the working of a reciprocating pump.
3. Aturbine is to operate under a head of 25 m at 200 rpm. The discharge is 9 m?/s. If the overall
efficiency of the turbine is 90%. Determine the power developed by the turbine.
Course Outcome 10 (CO10):

1. Explain the working of belt drive and gear drive with the help of neat sketches
2. Explain a single plate clutch.
3. Sketch different types of gear trains and explain.

Course Outcome 11 (CO11):

1. Describe the operations which can be performed using drilling machine.
2. Explain the functions of runners and risers used in casting.

3. With a neat sketch, explain the working and parts of a lathe.

Model Question Paper
QP CODE: EST120 page:3

Reg No:
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Answer both part | and part 2 in separate answer booklets
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PART I: BASIC CIVIL ENGINEERING
PART A
(Answer all questions. Each question carries 4 marks)

Explain relevance of Civil engineering in the overall infrastructural development of the
country.
Discuss the difference between plinth area and carpet area.
Explain different types of steel with their properties.
What are the different kinds of cement available and what is their use?
Define bearing capacity of soil.
(5x4=20)

Part B
Answer one full question from each module.
MODULE |

List out the types of building as per occupancy. Explain any two, each in about five

sentences. (5)
Discuss the components of a building with a neat figure. (5)
OR
What are the major disciplines of civil engineering and explain their role in the
infrastructural framework. (5)
Explain the role of NBC, KBR & CRZ norms in building rules and regulations prevailing in our
country. (5)
MODULE Il
What are the different kinds of cement available and what is their use. (5)
List the properties of good building bricks. Explain any five. (5)
OR
List and explain any five modern construction materials used for construction. (5)
Explain the objectives and principles of surveying (5)
MODULE Il
Draw the elevation and plan of one brick thick wall with English bond (5)
Explain the energy systems and water management in Green buildings (5)
OR
Draw neat sketch of the following foundations: (i) Isolated stepped footing;
(i) Cantilever footing; and (iii) Continuous footing. (5)
Discuss the civil engineering aspect of MEP and HVAC in a commercial building (5)

[10 x 3 = 30]
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10.

11.

PART II: BASIC MECHANICAL ENGINEERING
PART A
Answer all questions. Each question carries 4 marks
Sketch the P-v and T-s diagram of a Carnot cycle and List the processes.
lllustrate the working of an epicyclic gear train.
Explain cooling and dehumidification processes.
Differentiate between soldering and brazing.
Explain the principle of Additive manufacturing.
PartB

Answer one full question from each module.

MODULE |

4 x5 =20 marks

In an air standard Otto cycle the compression ratio is 7 and compression begins at 35°C,

0.1MPa. The maximum temperature of the cycle is 1100°C. Find
i) Heat supplied per kg of air,
ii) Work done per kg of air,
iii)Cycle efficiency

Take C, = 1.005 kJ/kgK and C,=0.718 kJ/kgK

OR

a) Explain the working of a 4 stroke S| engine with neat sketches.
b) Explain the fuel system of a petrol engine.

MODULE Il

a) Explain the working of a vapour compression system with help of a block

diagram.

b) Define: Specific humidity, relative humidity and dew point temperature.
OR

With the help of a neat sketch, explain the working of a centrifugal pump.

MODULE Il

Explain the two high, three high, four high and cluster rolling mills with neat
sketches.
OR

a) Describe the arc welding process with a neat sketch.
b) Differentiate between up-milling and down-milling operations.

10 marks

7 marks
3 marks

7 marks
3 marks

10 marks

10 marks

6 marks
4 marks



SYLLABUS

Module 1
General Introduction to Civil Engineering: Relevance of Civil Engineering in the overall
infrastructural development of the country. Responsibility of an engineer in ensuring the safety of
built environment. Brief introduction to major disciplines of Civil Engineering like Transportation
Engineering, Structural Engineering, Geo-technical Engineering, Water Resources Engineering and
Environmental Engineering.
Introduction to buildings: Types of buildings, selection of site for buildings, components of a
residential building and their functions.
Building rules and regulations: Relevance of NBC, KBR & CRZ norms (brief discussion only).
Building area: Plinth area, built up area, floor area, carpet area and floor area ratio for a building as
per KBR.

Module 2

Surveying: Importance, objectives and principles.

Construction materials, Conventional construction materials: types, properties and uses of building
materials: bricks, stones, cement, sand and timber

Cement concrete: Constituent materials, properties and types.

Steel: Steel sections and steel reinforcements, types and uses.

Modern construction materials:- Architectural glass, ceramics, Plastics, composite materials,
thermal and acoustic insulating materials, decorative panels, waterproofing materials. Modern uses
of gypsum, pre-fabricated building components (brief discussion only).

Module 3
Building Construction: Foundations: Bearing capacity of soil (definition only), functions of
foundations, types — shallow and deep (brief discussion only). Load bearing and framed structures
(concept only).
Brick masonry: - Header and stretcher bond, English bond & Flemish bond random rubble masonry.
Roofs and floors: - Functions, types; flooring materials (brief discussion only).
Basic infrastructure services: MEP, HVAC, elevators, escalators and ramps (Civil Engineering aspects
only), fire safety for buildings.
Green buildings:- Materials, energy systems, water management and environment for green
buildings. (brief discussion only).

Module 4

Analysis of thermodynamic cycles: Carnot, Otto, Diesel cycles, Derivation of efficiency of these
cycles, Problems to calculate heat added, heat rejected, net work and efficiency. IC Engines: Cl, SI, 2-
Stroke, 4-Stroke engines. Listing the parts of different types of IC Engines. Efficiencies of IC
Engines(Definitions only), Air, Fuel, cooling and lubricating systems in Sl and Cl Engines, CRDI, MPFI.
Concept of hybrid engines.



Module 5
Refrigeration: Unit of refrigeration, reversed Carnot cycle,COP, vapour compression cycle (only
description and no problems); Definitions of dry, wet & dew point temperatures, specific humidity
and relative humidity, Cooling and dehumidification, Layout of unit and central air conditioners.
Description about working with sketches of: Reciprocating pump, Centrifugal pump, Pelton turbine,
Francis turbine and Kaplan turbine. Overall efficiency, Problems on calculation of input and output
power of pumps and turbines (No velocity triangles)
Description about working with sketches of: Belt and Chain drives, Gear and Gear trains, Single plate
clutches.

Module 6
Manufacturing Process: Basic description of the manufacturing processes — Sand Casting, Forging,
Rolling, Extrusion and their applications.
Metal Joining Processes: List types of welding, Description with sketches of Arc Welding, Soldering
and Brazing and their applications
Basic Machining operations: Turning, Drilling, Milling and Grinding.
Description about working with block diagram of: Lathe, Drilling machine, Milling machine, CNC
Machine. Principle of CAD/CAM, Rapid and Additive manufacturing.

Text Books:

1. Rangwala, S. C., Essentials of Civil Engineering, Charotar Publishing House
2. Mckay, W.B. and Mckay, J. K., Building Construction, Volumes 1 to 4, Pearson India

Education Services
References Books:

1. Chen W.F and Liew J Y R (Eds), The Civil Engineering Handbook. Il Edition CRC Press (Taylor
and Francis)

2. Chudley, R and Greeno R, Building construction handbook, Addison Wesley, Longman group,
England

3. Chudley, R, Construction Technology, Vol. | to IV, Longman group, England Course Plan
Kandya A A, Elements of Civil Engineering, Charotar Publishing house

5. Mamlouk, M. S., and Zaniewski, J. P., Materials for Civil and Construction Engineering, Pearson
Publishers

6. Rangwala S.C and Dalal K B Building Construction Charotar Publishing house

7. Clifford, M., Simmons, K. and Shipway, P., An Introduction to Mechanical Engineering Part | -
CRC Press

8. Roy and Choudhary, Elements of Mechanical Engineering, Media Promoters &Publishers Pvt.
Ltd., Mumbai.

9. Sawhney, G. S., Fundamentals of Mechanical Engineering, PHI

10. G Shanmugam, M S Palanichamy, Basic Civil and Mechanical Engineering, McGraw Hill
Education; First edition, 2018

11. Benjamin,J.,Basic Mechanical Engineering,Pentex Books,9th Edition,2018

12. Balachandran, P.Basic Mechanical Engineering,Owl Books



Course Contents and Lecture Schedule:

Course
. No. of
No Topic outcomes Lect
ectures
addressed
1 Module | Total: 7
General Introduction to Civil Engineering: Relevance of Civil
11 Engineering in the overall infrastructural development of the o5 1
' country. Responsibility of an engineer in ensuring the safety of
built environment.
Brief introduction to major disciplines of Civil Engineering like
12 Transportation Engineering, Structural Engineering, Geo-technical co1 5
' Engineering, Water Resources Engineering and Environmental
Engineering.
13 Introduction to buildings: Types of buildings, selection of site for o 5
' buildings, components of a residential building and their functions.
Building rules and regulations: Relevance of NBC, KBR & CRZ norms
1.4 (brief discussion only) coz 1
s Building area: Plinth area, built up area, floor area, carpet area and co> 1
' floor area ratio for a building as per KBR.
2 Module 2 Total: 7
21 Surveying: Importance, objectives and principles. cos 1
2.2 Bricks: - Classification, properties of good bricks, and tests on | co2 1
bricks
Stones: - Qualities of good stones, types of stones and their uses.
23 Cement: - Good qualities of cement, types of cement and their coz 1
uses.
Sand: - Classification, qualities of good sand and sieve analysis
24 (basics only). coz2 1
Timber: - Characteristics, properties and uses.
2.5 Cement concrete: - Constituent materials, properties and types, co2 1

Steel: - Steel sections and steel reinforcements, types and uses.




Modern construction materials: - Architectural glass, ceramics,
plastics, composite materials, thermal and acoustic insulating

2.6 materials, decorative panels, waterproofing materials, modern coz2 2
uses of gypsum, pre-fabricated building components (brief
discussion only)

3 Module 3 Total: 7
Foundations: - Bearing capacity of soil (definition only), functions
of foundations, types — shallow and deep (brief discussion only).

3.1 Brick masonry: - Header and stretcher bond, English bond & | co2 2
Flemish bond- elevation and plan (one & one and a half brick wall
only).
Random rubble masonry.

3.2 Roofs: Functions, types; roofing materials (brief discussion only) co2 2
Floors: Functions, types; flooring materials (brief discussion only)

33 Basic infrastructure services: MEP, HVAC, Elevators, escalators and | coa 2
ramps (Civil Engineering aspects only) fire safety for buildings

3.4 Green buildings:- Materials, energy systems, water management | cosg 1
and environment for green buildings. (brief discussion only)

4 MODULE 4
Analysis of thermodynamic cycles: Carnot, Otto, and Diesel cycle-

4.1 Derivation of efficiency of these cycles, Problems to calculate heat
added, heat rejected, net work and efficiency
IC Engines: Cl, SI, 2-Stroke, 4-Stroke engines. Listing the parts of

4.2 different types of IC Engines, efficiencies of IC Engines(Description
only)

43 Air, Fuel, cooling and lubricating systems in SI and ClI Engines, CRDI,

' MPFI. Concept of hybrid engines
5 MODULE 5
5.1 Refrigeration: Unit of refrigeration, reversed Carnot cycle, COP, vapour
' compression cycle (only description and no problems)

Definitions of dry, wet & dew point temperatures, specific humidity and

5.2 relative humidity, Cooling and dehumidification, Layout of unit and

central air conditioners.




Description about working with sketches : Reciprocating pump,
Centrifugal pump, Pelton turbine, Francis turbine and Kaplan turbine.

5.3
Overall efficiency, Problems on calculation of input and output power
of pumps and turbines (No velocity triangles)
4 Description about working with sketches of: Belt and Chain drives, Gear
' and Gear trains, Single plate clutches
6 MODULE 6
Manufacturing Process: Basic description of the manufacturing
6.1 processes — Sand Casting, Forging, Rolling, Extrusion and their
applications.
6.2 Metal Joining Processes :List types of welding, Description with
' sketches of Arc Welding, Soldering and Brazing, and their applications
Basic Machining operations: Turning, Drilling, Milling and Grinding
6.3 Description about working with block diagrams of: Lathe, Drilling
machine, Milling machine, CNC Machine
6.4 Principle of CAD/CAM, Rapid and Additive manufacturing




EST BASICS OF ELECTRICAL AND CATEGORY | L T P | CREDIT YEAR OF
130 ELECTRONICS ENGINEERING INTRODUCTION
ESC 4 10 |0 |4 2019
Preamble:

This course aims to (1) equip the students with an understanding of the fundamental principles of

electrical engineering(2) provide an overview of evolution of electronics, and introduce the working

principle and examples of fundamental electronic devices and circuits (3) provide an overview of

evolution of communication systems, and introduce the basic concepts in radio communication.

Prerequisite: Physics and Mathematics (Pre-university level)

Course Outcomes: After the completion of the course the student will be able to

co1 Apply fundamental concepts and circuit laws to solve simple DC electric circuits

co2 Develop and solve models of magnetic circuits

co3 Apply the fundamental laws of electrical engineering to solve simple ac circuits in steady
state

co4 Describe working of a voltage amplifier

CO5 Outline the principle of an electronic instrumentation system

co6 Explain the principle of radio and cellular communication

Mapping of course outcomes with program outcomes

po1|[P02 [PO3 [PO4 [PO5 [PO6 [PO7 [PO8 [PO9 [PO [PO |PO

10 |11 |12
co1 |3 1 ] - - ] ; n g - - 2
co2 |3 1 s 2 " J . . r " - 2
co3 |3 1 : = . : - 3 - = - 2
coa |2 3 - : - ; L - - - - -
cos5 |2 . - - P - ) - - : - 2
co6 |2 . : : ! ] - L : 4 - 2

Assessment Pattern

Basic Electrical Engineering

Basic Electronics Engineering

Bloom’s Category Continuous End Semester | Continuous End Semester
Assessment Tests Examination | Assessment Tests Examination
Test 1 Test 2 (Marks) Test 1 Test 2 (Marks)
(Marks) | (Marks) (Marks) | (Marks)

Remember 0 0 10 10 10 20

Understand 12.5 12.5 20 15 15 30

Apply 12.5 12.5 20

Analyse

Evaluate

Create




Mark distribution

Total Marks | CIE marks | ESE marks ESE Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part | — Basic Electrical Engineering and
Part Il — Basic Electronics Engineering. Part | and PART Il carries 50 marks each. For the end semester
examination, part | contain 2 parts - Part A and Part B. Part A contain 5 questions carrying 4 marks
each (not exceeding 2 questions from each module). Part B contains 2 questions from each module
out of which one to be answered. Each question carries 10 mark and can have maximum 2 sub-
divisions. The pattern for end semester examination for part Il is same as that of part |. However,
student should answer both part | and part 2 in separate answer booklets.

Course Level Assessment Questions

Course Outcome 1 (CO1):

1. Solve problems based on current division rule.
2. Solve problems with Mesh/node analysis.

3. Solve problems on Wye-Delta Transformation.
Course Outcome 2 (CO2):

1. Problems on series magnetic circuits

2. Problems on parallel magnetic circuits

3. Problems on composite magnetic ciruits

4. Course Outcome 3 (CO3):

[

. problems on self inductance, mutual inductance and coefficient of coupling

N

. problems on rms and average values of periodic waveforms

w

. problems on series ac circuits
4. Compare star and Delta connected 3 phase AC systems.
Course Outcome 4 (CO4): Describe working of a voltage amplifier

1.What is the need of voltage divider biasing in an RC coupled amplifier?



2. Define operating point in the context of a BJT amplifier.

3. Why is it required to have a voltage amplifier in a public address system?

Course Outcome 5 (CO5): Outline the principle of an electronic instrumentation system
1. Draw the block diagram of an electronic instrumentation system.

2. What is a transducer?

3. Explain the working principle of operation of digital multimeter.

Course Outcome 6 (CO6): Explain the principle of radio and cellular communication

1. What is the working principle of an antenna when used in a radio transmitter?

2. What is the need of two separate sections RF section and IF section in a super heterodyne
receiver?

3. What is meant by a cell in a cellular communication?
Model Question Paper
QP CODE: Pages: 3
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Name:
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Answer both part | and part 2 in separate answer booklets
PART |
BASIC ELECTRICAL ENGINEERING
PART A
Answer all questions; each question carries 4 marks.

1. Calculate the current through the 4 Q) resistor in the circuit shown, applying current
division rule:

3

‘P 20 pr 40 o
50

Al

AAA | F—




2. Calculate the RMS and average values of a purely sinusoidal current having peak value
15A.

3. An alternating voltage of (80+j60)V is applied to an RX circuit and the current flowing
through the circuit is (-4+j10)A. Calculate the impedance of the circuit in rectangular and
polar forms. Also determine if X is inductive or capacitive.

4. Derive the relation between line and phase values of voltage in a three phase star
connected system.

5. Compare electric and magnetic circuits. (5x4=20)
PART B
Answer one question from each module; each question carries 10 marks.
Module 1
6. . Calculate the node voltages in the circuit shown, applying node analysis:

20 3y - 39

—MWA—T—"\W/—

5V
IO = § 20 e

7. (a) State and explain Kirchhoff’s laws. (4 marks)

(b) Calculate the current through the galvanometer (G) in the circuit shown:

(6 marks)



Module 2
8. (a) State and explain Faraday’s laws of electromagnetic induction with examples. (4 marks)

(b) Differentiate between statically and dynamically induced emf. A conductor of length
0.5m moves in a uniform magnetic field of flux density 1.1T at a velocity of 30m/s.
Calculate the emf induced in the conductor if the direction of motion of the conductor is
inclined at 60° to the direction of field. (6 marks)

9. (a) Derive the amplitude factor and form factor of a purely sinusoidal waveform. (5 marks)

(b) A current wave is made up of two components-a SA dc component and a 50Hz ac
component, which is a sinusoidal wave with a peak value of 5A. Sketch the resultant
waveform and determine its RMS and average values. (5 marks)

Module 3

10. Draw the power triangle and define active, reactive and apparent powers in ac circuits.
Two coils A and B are connected in series across a 240V, 50Hz supply. The resistance of
A is 5Q and the inductance of B is 0.015H. If the input from the supply is 3kW and
2kV AR, find the inductance of A and the resistance of B. Also calculate the voltage across
each coil.

11. A balanced three phase load consists of three coils each having resistance of 4Q and
inductance 0.02H. It is connected to a 415V, 50Hz, 3-phase ac supply. Determine the
phase voltage, phase current, power factor and active power when the loads are connected
in (i) star (ii) delta.

(3x10=30)
PART Il
BASIC ELECTRONICS ENGINEERING
PART A
Answer all questions; each question carries 4 marks.

1. Give the specifications of a resistor. The colour bands marked on a resistor are Blue, Grey,
Yellow and Gold. What are the minimum and maximum resistance values expected from that
resistance?

What is meant by avalanche breakdown?

Explain the working of a full-wave bridge rectifier.

Discuss the role of coupling and bypass capacitors in a single stage RC coupled amplifier.
Differentiate AM and FM communication systems.

v e wnb

(5x4=20)



10.

11.

PART B

Answer one question from each module; each question carries 10 marks.

Module 4
a) Explain with diagram the principle of operation of an NPN transistor. (5)
b) Sketch and explain the typical input-output characteristics of a BJT when connected in
common emitter configuration. (5)
OR
a) Explain the formation of a potential barrier in a P-N junction diode. (5)
b) What do you understand by Avalanche breakdown? Draw and explain the V-l characteristics
of a P-N junction and Zener diode. (5)
Module 5
a) With a neat circuit diagram, explain the working of an RC coupled amplifier. (6)
b) Draw the frequency response characteristics of an RC coupled amplifier and state the reasons
for the reduction of gain at lower and higher frequencies. (4)
OR
a) With the help of block diagram, explain how an electronic instrumentation system. (6)
b) Explain the principle of an antenna. (4)
Module 6
a) With the help of a block diagram, explain the working of Super hetrodyne receiver. (6)
b) Explain the importance of antenna in a communication system. (4)
OR
a) With neat sketches explain a cellular communication system. (5)
b) Explain GSM communication with the help of a block diagram. (5)

(3x10=30)



SYLLABUS

MODULE 1: Elementary Concepts of Electric Circuits

Elementary concepts of DC electric circuits: Basic Terminology including voltage, current, power,
resistance, emf; Resistances in series and parallel; Current and Voltage Division Rules; Capacitors &
Inductors: V-l relations and energy stored. Ohms Law and Kirchhoff's laws-Problems; Star-delta
conversion (resistive networks only-derivation not required)-problems.

Analysis of DC electric circuits: Mesh current method - Matrix representation - Solution of network
equations. Node voltage methods-matrix representation-solution of network equations by matrix
methods. Numerical problems.

MODULE 2: Elementary Concepts of Magnetic circuits, Electromagnetic Induction and AC
fundamentals

Magnetic Circuits: Basic Terminology: MMF, field strength, flux density, reluctance - comparison
between electric and magnetic circuits- Series and parallel magnetic circuits with composite
materials, numerical problems.

Electromagnetic Induction: Faraday's laws, problems, Lenz's law- statically induced and dynamically
induced emfs - Self-inductance and mutual inductance, coefficient of coupling

Alternating Current fundamentals: Generation of alternating voltages-Representation of sinusoidal
waveforms: frequency, period, Average, RMS values and form factor of waveforms-Numerical
Problems.

MODULE 3: AC Circuits

AC Circuits: Phasor representation of sinusoidal quantities. Trignometric, Rectangular, Polar and
complex forms. Analysis of simple AC circuits: Purely resistive, inductive & capacitive circuits;
Inductive and capacitive reactance, concept of impedance. Average Power Power factor. Analysis of
RL, RC and RLC series circuits-active, reactive and apparent power. Simple numerical problems.

Three phase AC systems: Generation of three phase voltages; advantages of three phase systems,
star and delta connections (balanced only), relation between line and phase voltages, line and phase
currents- Numerical problems

MODULE 4

Introduction to Semiconductor devices: Evolution of electronics — Vacuum tubes to nano
electronics. Resistors, Capacitors and Inductors (constructional features not required): types,
specifications. Standard values, color coding. PN Junction diode: Principle of operation, V-I
characteristics, principle of avalanche breakdown. Bipolar Junction Transistors: PNP and NPN
structures, Principle of operation, relation between current gains in CE, CB and CC, input and
output characteristics of common emitter configuration.



MODULE 5

Basic electronic circuits and instrumentation: Rectifiers and power supplies: Block diagram
description of a dc power supply, Working of a full wave bridge rectifier, capacitor filter (no
analysis), working of simple zener voltage regulator. Amplifiers: Block diagram of Public Address
system, Circuit diagram and working of common emitter (RC coupled) amplifier with its frequency
response, Concept of voltage divider biasing. Electronic Instrumentation: Block diagram of an
electronic instrumentation system.

MODULE 6

Introduction to Communication Systems: Evolution of communication systems — Telegraphy to 5G.
Radio communication: principle of AM & FM, frequency bands used for various communication
systems, block diagram of super heterodyne receiver, Principle of antenna — radiation from
accelerated charge. Mobile communication: basic principles of cellular communications, principle
and block diagram of GSM.

Text Books
1. D P Kothari and | J Nagrath, “Basic Electrical Engineering”, Tata McGraw Hill, 2010.
2. D C Kulshreshtha, “Basic Electrical Engineering”, Tata McGraw Hill, 2010.
3. ChinmoySaha, Arindham Halder and Debarati Ganguly, Basic Electronics - Principles and
Applications, Cambridge University Press, 2018.
4. M.S.Sukhija and T.K.Nagsarkar, Basic Electrical and Electronics Engineering, Oxford University
Press, 2012.
5. Wayne Tomasi and Neil Storey, A Textbook On Basic Communication and Information
Engineering, Pearson, 2010.

Reference Books
1. Del Toro V, “Electrical Engineering Fundamentals”, Pearson Education.
2. T. K. Nagsarkar, M. S. Sukhija, “Basic Electrical Engineering”, Oxford Higher Education.
3. Hayt W H, Kemmerly J E, and Durbin S M, “Engineering Circuit Analysis”, Tata McGraw-Hill
4. Hughes, “Electrical and Electronic Technology”, Pearson Education.
5. V. N. Mittle and Arvind Mittal, “Basic Electrical Engineering,” Second Edition, McGraw Hill.
6. Parker and Smith, “Problems in Electrical Engineering”, CBS Publishers and Distributors.
7.S. B. Lal Seksena and Kaustuv Dasgupta, “Fundamentals of Electrical Engineering”, Cambridge
University Press.
8. Anant Agarwal, Jeffrey Lang, Foundations of Analog and Digital Electronic Circuits, Morgan
Kaufmann Publishers, 2005.
9. Bernard Grob, Ba sic Electronics, McGraw Hill.
10. A. Bruce Carlson, Paul B. Crilly, Communication Systems: An Introduction to Signals and
Noise in Electrical Communication, Tata McGraw Hill, 5 Edition.



COURSE CONTENTS AND LECTURE SCHEDULE

No Topic No. of Lectures
1 Elementary Concepts of Electric Circuits
1.1 Elementary concepts of DC electric circuits:
Basic Terminology including voltage, current, power, resistance, emf; | 1
Resistances in series and parallel; Current and Voltage Division Rules;
Capacitors & Inductors: V-1 relations and energy stored.
Ohms Law and Kirchhoff's laws-Problems; a
Star-delta conversion (resistive networks only-derivation not required)- 1
problems.
1.2 Analysis of DC electric circuits: Mesh current method - Matrix | 1
representation - Solution of network equations.
Node voltage methods-matrix representation-solution of network
equations by matrix methods. 1
. 2
Numerical problems.
2 Elementary Concepts of Magnetic circuits, Electromagnetic Induction and AC
fundamentals
2.1 Magnetic Circuits: Basic Terminology: MMF, field strength, flux density,
reluctance - comparison between electric and magnetic circuits-
1
Series and parallel magnetic circuits with composite materials,
numerical problems. 2
2.2 Electromagnetic Induction: Faraday's laws, problems, Lenz's law- | 1
statically induced and dynamically induced emfs -
Self-inductance and mutual inductance, coefficient of coupling 2
2.3 Alternating Current fundamentals: Generation of alternating voltages- | 2
Representation of sinusoidal waveforms: frequency, period, Average,
RMS values and form factor of waveforms-Numerical Problems.
3 AC Circuits




3.1 AC Circuits: Phasor representation of sinusoidal quantities.
Trigonometric, Rectangular, Polar and complex forms.

Analysis of simple AC circuits: Purely resistive, inductive & capacitive
circuits; Inductive and capacitive reactance, concept of impedance.
Average Power, Power factor.

Analysis of RL, RC and RLC series circuits-active, reactive and apparent
power.

Simple numerical problems.

3.2 Three phase AC systems: Generation of three phase voltages;
advantages of three phase systems, star and delta connections
(balanced only), relation between line and phase voltages, line and
phase currents- Numerical problems.

4 Introduction to Semiconductor devices

4.1 Evolution of electronics — Vacuum tubes to nano electronics (In
evolutional perspective only)

4.2 Resistors, Capacitors and Inductors: types, specifications. Standard
values, color coding (No constructional features)

4.3 PN Junction diode: Principle of operation, V-l characteristics, principle
of avalanche breakdown

4.4 Bipolar Junction Transistors: PNP and NPN structures, Principle of
operation, relation between current gains in CE, CB and CC, input and
output characteristics of common emitter configuration

5 Basic electronic circuits and instrumentation

5.1 Rectifiers and power supplies: Block diagram description of a dc power
supply, Working of a full wave bridge rectifier, capacitor filter (no
analysis), working of simple zener voltage regulator

5.2 Amplifiers: Block diagram of Public Address system, Circuit diagram and
working of common emitter (RC coupled) amplifier with its frequency
response, Concept of voltage divider biasing

53 Electronic Instrumentation: Block diagram of an electronic
instrumentation system

6 Introduction to Communication Systems

6.1 Evolution of communication systems — Telegraphy to 5G




6.2 Radio communication: principle of AM & FM, frequency bands used for | 4
various communication systems, block diagram of super heterodyne
receiver, Principle of antenna — radiation from accelerated charge

6.3 Mobile communication: basic principles of cellular communications, | 2
principle and block diagram of GSM.

Suggested Simulation Assignments for Basic Electronics Engineering

Plot V-l characteristics of Si and Ge diodes on a simulator
Plot Input and Output characteristics of BJT on a simulator
Implementation of half wave and full wave rectifiers
Simulation of RC coupled amplifier with the design supplied

vk wnN e

Generation of AM signal

Note: The simulations can be done on open tools such as QUCS, KiCad, GNURadio or similar software
to augment the understanding.
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Preamble: The syllabus is prepared with the view of preparing the Engineering Graduates capable of writing

readable C programs to solve computational problems that they may have to solve in their professional life.

The course content is decided to cover the essential programming fundamentals which can be taught

within the given slots in the curriculum. This course has got 2 Hours per week for practicing programming in
C. A list showing 24 mandatory programming problems are given at the end. The instructor is supposed to

give homework/assignments to write the listed programs in the rough record as and when the required

theory part is covered in the class. The students are expected to come prepared with the required program

written in the rough record for the lab classes.

Prerequisite: NIL

Course Outcomes: After the completion of the course the student will be able to

co1 Analyze a computational problem and develop an algorithm/flowchart to find its solution
o2 Develop readable®* C programs with branching and looping statements, which uses
Arithmetic, Logical, Relational or Bitwise operators.
o3 Write readable C programs with arrays, structure or union for storing the data to be
processed
Divide a given computational problem into a number of modules and develop a readable
co4 multi-function C program by using recursion if required, to find the solution to the
computational problem
CO5 Write readable C programs which use pointers for array processing and parameter passing
co6 Develop readable C programs with files for reading input and storing output

> wn

readable* - readability of a program means the following:
1. Logic used is easy to follow
Standards to be followed for indentation and formatting
Meaningful names are given to variables
Concise comments are provided wherever needed




Mapping of course outcomes with program outcomes

o1 |©@|@ @ % Q 1@ O
o © @ @ 0 @ %/ 7/
o |© @ 0| 0| O 7/ 7/
s @000 O Q @ O
cos | D@D %) /) %
s | DD /) 7/ '/

Assessment Pattern

Bloom’s Category

Continuous Assessment Tests

End Semester

Test1 Test 2 Examination Marks
(Marks) (Marks)

Remember 15 10 2>
Understand 10 15 .

Apply 20 £ :

Analyse 5 5 10
Evaluate

Create

Mark distribution

Total Marks CIE ESE ESE Duration
Marks | Marks
150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test 1 (for theory, for 2 hrs) : 20 marks
Continuous Assessment Test 2 (for lab, internal examination, for 2 hrs) : 20 marks

Internal Examination Pattern: There will be two parts; Part A and Part B. Part A contains 5 questions
with 2 questions from each module (2.5 modules x 2 = 5), having 3 marks for each question. Students
should answer all questions. Part B also contains 5 questions with 2 questions from each module (2.5
modules x 2 = 5), of which a student should answer any one. The questions should not have sub-
divisions and each one carries 7 marks.

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contains 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which a student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Sample Course Level Assessment Questions

Course Outcome 1 (CO1): Write an algorithm to check whether largest of 3 natural numbers is prime or
not. Also, draw a flowchart for solving the same problem.

Course Outcome 2 (CO2): Write an easy to read C program to process a set of n natural numbers and to
find the largest even number and smallest odd number from the given set of numbers. The program
should not use division and modulus operators.

Course Outcome 3(CO3):Write an easy to read C program to process the marks obtained by n students
of a class and prepare their rank list based on the sum of the marks obtained. There are 3 subjects for
which examinations are conducted and the third subject is an elective where a student is allowed to
take any one of the two courses offered.

Course Outcome 4 (CO4): Write an easy to read C program to find the value of a mathematical function
f which is defined as follows. f(n) = n! / (sum of factors of n), if n is not prime and f(n) = n! / (sum of
digits of n), if nis prime.

Course Outcome 5 (CO5): Write an easy to read C program to sort a set of n integers and to find the
number of unique numbers and the number of repeated numbers in the given set of numbers. Use a
function which takes an integer array of n elements, sorts the array using the Bubble Sorting Technique
and returns the number of unique numbers and the number of repeated numbers in the given array.

Course Outcome 6 (CO6): Write an easy to read C program to process a text file and to print the
Palindrome words into an output file.



Reg No:

Name :

Model Question paper

QP CODE: PAGES:3

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY FIRST SEMESTER B.TECH DEGREE EXAMINATION,

MONTH & YEAR
Course Code: EST 102

Course Name: Programming in C (Common to all programs)

Max.Marks:100 Duration: 3 Hours

10.

11.

PART A
Answer all Questions. Each question carries 3 Marks

Write short note on processor and memory in a computer.

What are the differences between compiled and interpreted languages? Give example for
each.

Write a C program to read a Natural Number through keyboard and to display the reverse
of the given number. For example, if “3214567” is given as input, the output to be shown is
“7654123".

Is it advisable to use goto statements in a C program? Justify your answer.

Explain the different ways in which you can declare & initialize a single dimensional array.
Write a C program to read a sentence through keyboard and to display the count of white
spaces in the given sentence.

What are the advantages of using functions in a program?

With a simple example program, explain scope and life time of variables in C.

Write a function in C which takes the address of a single dimensional array (containing a
finite sequence of numbers) and the number of numbers stored in the array as arguments
and stores the numbers in the same array in reverse order. Use pointers to access the
elements of the array.

With an example, explain the different modes of opening a file. (10x3=30)

Part B
Answer any one Question from each module. Each question carries 14 Marks

(a) Draw a flow chart to find the position of an element in a given sequence, using linear

searching technique. With an example explain how the flowchart finds the position of a

given element. (10)

(b) Write a pseudo code representing the flowchart for linear searching. (4)
OR



12.

13.

14.

15.

16.

17.

18.

19.

20.

(a) With the help of a flow chart, explain the bubble sort operation. Illustrate with an
example. (10)
(b) Write an algorithm representing the flowchart for bubble sort. (4)

(a) Write a C program to read an English Alphabet through keyboard and display whether
the given Alphabet is in upper case or lower case. (6)

(b) Explain how one can use the builtin function in C, scanfto read values of different data
types. Also explain using examples how one can use the builtin function in C, printffor text

formatting. (8)
OR

(a) With suitable examples, explain various operators in C. (10)

(b) Explain how characters are stored and processed in C. (4)

(a) Write a function in C which takes a 2-Dimensional array storing a matrix of numbers and

the order of the matrix (number of rows and columns) as arguments and displays the sum

of the elements stored in each row. (6)

(b) Write a C program to check whether a given matrix is a diagonal matrix. (8)
OR

(a) Without using any builtin string processing function like strlen, strcat etc., write a
program to concatenate two strings. (8)
(b) Write a C program to perform bubble sort. (6)

(a) Write a function namely myFact in C to find the factorial of a given number. Also, write
another function in C namelynCr which accepts two positive integer parameters n and r and
returns the value of the mathematical functionC(n,r)( n! / (r! x (n - r)!) ). The function nCris
expected to make use of the factorial function myFact. (10)
(b) What is recursion? Give an example. (4)

OR

(a) With a suitable example, explain the differences between a structure and a union in C.
(6)
(b) Declare a structure namely Student to store the details (roll number, name, mark_for C)
of a student. Then, write a program in C to find the average mark obtained by the students
in a class for the subject Programming in C (using the field mark for_C). Use array of
structures to store the required data (8)

(a) With a suitable example, explain the concept of pass by reference. (6)
(b) With a suitable example, explain how pointers can help in changing the content of a
single dimensionally array passed as an argument to a function in C.
(8)
OR

(a) Differentiate between sequential files and random access files? (4)



(b) Using the prototypes explain the functionality provided by the following functions. (10)
rewind()
i. fseek()

ii. ftell()
iii. fread()

iv. fwrite() (14X5=70)

SYLLABUS
Programming in C (Common to all disciplines)

Module 1
Basics of Computer Hardware and Software
Basics of Computer Architecture: processor, Memory, Input& Output devices
Application Software & System software: Compilers, interpreters, High level and low level languages
Introduction to structured approach to programming, Flow chart Algorithms, Pseudo code (bubble
sort, linear search - algorithms and pseudocode)

Module 2
Program Basics
Basic structure of C program: Character set, Tokens, Identifiers in C, Variables and Data Types ,
Constants, Console IO Operations, printf and scanf
Operators and Expressions: Expressions and Arithmetic Operators, Relational and Logical Operators,
Conditional operator, size of operator, Assignment operators and Bitwise Operators. Operators
Precedence
Control Flow Statements: If Statement, Switch Statement, Unconditional Branching using goto
statement, While Loop, Do While Loop, For Loop, Break and Continue statements.(Simple programs
covering control flow)

Module 3
Arrays and strings
Arrays Declaration and Initialization, 1-Dimensional Array, 2-Dimensional Array
String processing: In built String handling functions (strlen, strcpy, strcat and strcmp, puts, gets)
Linear search program, bubble sort program, simple programs covering arrays and strings

Module 4
Working with functions
Introduction to modular programming, writing functions, formal parameters, actual parameters
Pass by Value, Recursion, Arrays as Function Parameters structure, union, Storage Classes, Scope
and life time of variables, simple programs using functions



Module 5

Pointers and Files
Basics of Pointer: declaring pointers, accessing data though pointers, NULL pointer,array access

using pointers, pass by reference effect

File Operations: open, close, read, write, append
Sequential access and random access to files: In built file handlingfunctions (rewind() ,fseek(), ftell(),
feof(), fread(), fwrite()), simple programs covering pointers and files.

Text Books
1. Schaum Series, Gottfried B.S., Tata McGraw Hill,Programming with C
2. E. Balagurusamy, Mcgraw Hill,Programming in ANSI C

3. Asok

N Kamthane, Pearson,Programming in C

4. Anita Goel, Pearson, Computer Fundamentals
Reference Books
1. Anita Goel and Ajay Mittal, Pearson, Computer fundamentals and Programming in C
2. Brian W. Kernighan and Dennis M. Ritchie, Pearson, C Programming Language
3. Rajaraman V, PHI, Computer Basics and Programming in C
4. Yashavant P, Kanetkar, BPB Publications, Let us C
Course Contents and Lecture Schedule
Module 1: Basics of Computer Hardware and Software (7 hours)
1.1 Basics of Computer Architecture: Processor, Memory, Input& Output devices 2 hours
12 Application Software & System software: Compilers, interpreters, High level 2h
. ours

and low level languages

13 Introduction to structured approach to programming, Flow chart 1 hours
Algorithms, Pseudo code (bubble sort, linear search - algorithms and

1.4 2 hours
pseudocode)

Module 2: Program Basics (8 hours)

2.1 Basic structure of C program: Character set, Tokens, Identifiers in C, Variables 2h

. ours

and Data Types , Constants, Console |0 Operations, printf and scanf
Operators and Expressions: Expressions and Arithmetic Operators, Relational

2.2 and Logical Operators, Conditional operator, sizeof operator, Assignment 2 hours

operators and Bitwise Operators. Operators Precedence




Control Flow Statements: If Statement, Switch Statement, Unconditional

23 Branching using goto statement, While Loop, Do While Loop, For Loop, Break | 4 hours
and Continue statements.(Simple programs covering control flow)

Module 3: Arrays and strings: (6 hours)

3.1 Arrays Declaration and Initialization, 1-Dimensional Array, 2-Dimensional Array | 2 hours
String processing: In built String handling functions(strlen, strcpy, strcat and

3.2 2 hours
strcmp, puts, gets)
Linear search program, bubble sort program, simple programs covering arrays

3.3 - 3 hours
and strings

Module 4: Working with functions (7 hours)

4.1 Introduction to modular programming, writing functions, formal parameters, | 2 hours
actual parameters

4.2 Pass by Value, Recursion, Arrays as Function Parameters 2 hours

4.3 structure, union, Storage Classes,Scope and life time of variables, simple |3 hours
programs using functions

Module 5: Pointers and Files (7 hours)

5.1 Basics of Pointer: declaring pointers, accessing data though pointers, NULL | 3 hours
pointer,array access using pointers, pass by reference effect

5.2 File Operations: open, close, read, write, append 1 hours
Sequential access and random access to files: In built file handlingfunctions

5.3 (rewind() ,fseek(), ftell(), feof(), fread(), fwrite()), simple programs covering 2 hours
pointers and files.

C PROGRAMMING LAB (Practical part of EST 102, Programming in C)

Assessment Method: The Academic Assessment for the Programming lab should be done internally

by the College. The assessment shall be made on 50 marks and the mark is divided as follows:

Practical Records/Outputs - 20 marks (internal by the College), Regular Lab Viva - 5 marks (internal

by the College), Final Practical Exam — 25 marks (internal by the College).

The mark obtained out of 50 will be converted into equivalent proportion out of 20 for CIE

computation.




LIST OF LAB EXPERIMENTS

1. Familiarization of Hardware Components of a Computer
2. Familiarization of Linux environment — How to do Programming in C with Linux
3. Familiarization of console 1/0 and operators in C

i) Display “Hello World”

ii) Read two numbers, add them and display theirsum

iii) Read the radius of a circle, calculate its area and display it

iv)Evaluate the arithmetic expression ((a-b/c * d + e) * (f +g)) and display its solution.Read
the values of the variables from the user through console.

4. Read 3 integer values and find the largest amoung them.
5. Read a Natural Number and check whether the number is prime or not
6. Read a Natural Number and check whether the number is Armstrong or not
7. Read n integers, store them in an array and find their sum and average
8. Read n integers, store them in an array and search for an element in the
array using an algorithm for Linear Search
9. Read n integers, store them in an array and sort the elements in the array using Bubble Sort
algorithm
10. Read a string (word), store it in an array and check whether it is a palindrome word or  not.
11.Read two strings (each one ending with a S symbol), store them in
arrays and concatenate them without using library functions.
12. Read a string (ending with a $ symbol), store it in an array and count the number of vowels,
consonants and spaces in it.
13. Read two input each representing the distances between two points in the Euclidean space,
store these in structure variables and add the two distance values.
14. Using structure, read and print data of n employees (Name, Employee Id and Salary)
15. Declare a union containing 5 string variables (Name, House Name, City Name, State and Pin
code) each with a length of C_SIZE (user defined constant). Then, read and display the address of a
person using a variable of the union.
16. Find the factorial of a given Natural Number n usingrecursive and non recursive functions
17. Read a string (word), store it in an array and obtain its reverse by using a user defined function.
18. Write a menu driven program for performing matrix addition, multiplication and finding the
transpose. Use functions to (i) read a matrix, (ii) find the sum of two matrices, (iii) find the product
of two matrices, (i) find the transpose of a matrix and (v) display a matrix.
19. Do the following using pointers
i) add two numbers
ii) swap two numbers using a user defined function
20. Input and Print the elements of an array using pointers
21. Compute sum of the elements stored in an array using pointers and user defined function.
22. Create a file and perform the following
iii) Write data to the file
iv) Read the data in a given file & display the file content on console
v) append new data and display on console
23. Open a text input file and count number of characters, words and lines in it; and store the results
in an output file.
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Preamble: The course is designed to train the students to identify and manage the tools, materials
and methods required to execute an engineering project. Students will be introduced to a team
working environment where they develop the necessary skills for planning, preparing and executing
an engineering project.

To enable the student to familiarize various tools, measuring devices, practices and different
methods of manufacturing processes employed in industry for fabricating components.

Prerequisite: None

Course Outcomes: After the completion of the course the student will be able to:

Course A
Course Outcome Description
Outcome

co1 Name different devices and tools used for civil engineering measurements

co2 Explain the use of various tools and devices for various field measurements
Demonstrate the steps involved in basic civil engineering activities like plot

cos3 measurement, setting out operation, evaluating the natural profile of land, plumbing
and undertaking simple construction work.

o4 Choose materials and methods required for basic civil engineering activities like field
measurements, masonry work and plumbing.

Ccos Compare different techniques and devices used in civil engineering measurements

o6 Identify Basic Mechanical workshop operations in accordance with the material and
objects

07 Apply appropriate Tools and Instruments with respect to the mechanical workshop
trades

cos8 Apply appropriate safety measures with respect to the mechanical workshop trades

Mapping of course outcomes with program outcomes:

PO1 | PO2 | PO3 | PO4 | POS PO6 | PO7 | PO8 | PO9 | PO10 | PO11 F]’.CZ,
co1 1 - - - 1 1 - - 2 2 - -
co2 1 - - - 1 1 - - 2 2 - -
cos3 1 - - - 1 1 - 2 2 2 -
co4 1 - - - 1 1 - 2 2 2
Co5 1 - - - 1 1 - - 2 2

CO 6 2




co 7

co 8

Mark distribution

Total Marks | CIE ESE ESE Duration

100 70 30 1 hour

Assessment Procedure: Total marks allotted for the course is 100 marks. CIE shall be conducted for
70 marks and ESE for 30 marks. CIE should be done for the work done by the student and also
viva voce based on the work done on each practical session. ESE shall be evaluated by written
examination of one hour duration conducted internally by the institute.

Continuous Internal Evaluation Pattern:

Attendance : 20 marks
Class work/ Assessment /Viva-voce : 50 marks
End semester examination (Internally by college) : 30 marks

End Semester Examination Pattern: Written Objective Examination of one hour

SYLLABUS
PART 1
CIVIL WORKSHOP

Exercise 1. Calculate the area of a built-up space and a small parcel of land- Use standard
measuring tape and digital distance measuring devices

Exercise 2. (a) Use screw gauge and vernier calliper to measure the diameter of a steel rod and
thickness of a flat bar

(b) Transfer the level from one point to another using a water level
(c) Set out a one room building with a given plan and measuring tape

Exercise 3. Find the level difference between any two points using dumpy level

Exercise 4. (a) Construct a1 %thick brick wall of 50 cm height and 60 cm length using English

bond. Use spirit level to assess the tilt of walls.

(b) Estimate the number of different types of building blocks to construct this wall.




Exercise 5. (a) Introduce the students to plumbing tools, different types of pipes, type of
connections, traps, valves ,fixtures and sanitary fittings.

(b) Install a small rainwater harvesting installation in the campus

Reference Books:

1. Khanna P.N, “Indian Practical Civil Engineering Handbook”, Engineers Publishers.

2. Bhavikatti. S, "Surveying and Levelling (Volume 1)", I.K. International Publishing House
3. Arora S.P and Bindra S.P, " Building Construction", Dhanpat Rai Publications

4. S.C.Rangwala, “Engineering Materials,” Charotar Publishing House.

PART Il
MECHANICAL WORKSHOP

LIST OF EXERCISES

(Minimum EIGHT units mandatory and FIVE models from Units 2 to 8 mandatory)

UNIT 1:- General : Introduction to workshop practice, Safety precautions, Shop floor ethics, Basic
First Aid knowledge.
Study of mechanical tools, components and their applications: (a) Tools: screw drivers,
spanners, Allen keys, cutting pliers etc and accessories (b) bearings, seals, O-rings, circlips,
keys etc.

UNIT 2:- Carpentry : Understanding of carpentry tools
Minimum any one model
1. T-lapjoint 2. Cross lap joint 3. Dovetail joint 4. Mortise joints
UNIT 3:- Foundry : Understanding of foundry tools
Minimum any one model
1.Bench Molding 2. Floor Molding 3. Core making 4. Pattern making
UNIT 4: - Sheet Metal : Understanding of sheet metal working tools
Minimum any one model
1. Cylindrical shape
2. Conical shape
3. Prismatic shaped job from sheet metal
UNIT 5: - Fitting : Understanding of tools used for fitting
Minimum any one model
1. Square Joint
2. V-Joint
3. Male and female fitting
UNIT 6: - Plumbing : Understanding of plumbing tools, pipe joints
Any one exercise on joining of pipes making use of minimum three types of pipe joints

UNIT 7: - Smithy: Understanding of tools used for smithy.



Demonstrating the forge-ability of different materials (MS, Al, alloy steel and cast steels)
in cold and hot states.
Observing the qualitative difference in the hardness of these materials
Minimum any one exercise on smithy
1. Square prism
2. Hexagonal headed bolt
3. Hexagonal prism
4. Octagonal prism

UNIT 8: -Welding: Understanding of welding equipments
Minimum any one welding practice
Making Joints using electric arc welding. bead formation in horizontal, vertical
and over head positions

UNIT 9: - Assembly: Demonstration only
Dissembling and assembling of
1. Cylinder and piston assembly
2. Tail stock assembly
3. Bicycle
4. Pump or any other machine

UNIT 10: - Machines: Demonstration and applications of the following machines
Shaping and slotting machine; Milling machine; Grinding Machine; Lathe; Drilling
Machine.
UNIT 11: - Modern manufacturing methods: Power tools, CNC machine tools, 3D printing, Glass
cutting.

Course Contents and Lecture Schedule:

No Topic No of Sessions

1 INTRODUCTION

Workshop practice, shop floor precautions, ethics and First Aid

knowledge.

11 Studies of mechanical tools, components and their applications: (a) 1
Tools: screw drivers, spanners, Allen keys, cutting pliers etc and
accessories (b) bearings, seals, O-rings, circlips, keys etc

2 CARPENTRY

2.1 | Understanding of carpentry tools and making minimum one model 2




FOUNDRY

3.1 | Understanding of foundry tools and making minimum one model
4 SHEET METAL
a1 Understanding of sheet metal working tools and making minimum
one model
5 FITTING
5.1 | Understanding of fitting tools and making minimum one model
6 PLUMBING
61 Understanding of pipe joints and plumbing tools and making
minimum one model
7 SMITHY
7.1 | Understanding of smithy tools and making minimum one model
8 WELDING
g1 Understanding of welding equipments and making minimum one
model
9 ASSEMBLY
" Demonstration of assembly and dissembling of multiple parts
components
10 MACHINES
10.1 Demonstration of various machines
11 MODERN MANUFACTURING METHODS
111 Demonstrations of: power tools, CNC Machine tools, 3D printing,

Glass cutting




MAT VECTOR CALCULUS,
102 DIFFERENTIAL EQUATIONS AND
TRANSFORMS

CATEGORY L P | CREDIT | Year of
Introduction
BSC 3 0 |4 2019

Preamble: This course introduces the concepts and applications of differentiation and integration of

vector valued functions, differential equations, Laplace and Fourier Transforms. The objective of this

course is to familiarize the prospective engineers with some advanced concepts and methods in

Mathematics which include the Calculus of vector valued functions, ordinary differential equations

and basic transforms such as Laplace and Fourier Transforms which are invaluable for any engineer’s

mathematical tool box. The topics treated in this course have applications in all branches of

engineering.

Prerequisite: Calculus of single and multi variable functions.

Course Outcomes: After the completion of the course the student will be able to

co1 Compute the derivatives and line integrals of vector functions and learn their applications

Co2 Evaluate surface and volume integrals and learn their inter-relations and applications.

Cco3 Solve homogeneous and non-homogeneous linear differential equation with constant

coefficients

co4 Compute Laplace transform and apply them to solve ODEs arising in engineering

CO5 Determine the Fourier transforms of functions and apply them to solve problems arising in

engineering

Mapping of course outcomes with program outcomes

PO1 |PO |PO3 |(PO4 |PO5 |PO6 |[PO7 |PO |PO9 |PO10 |PO11 |PO12
2 8
co1 |3 3 3 3 2 1 1 2 2
co2 |3 3 3 3 2 1 1 2 2
cCo3 |3 3 3 3 2 1 1 2 2
co4 |3 3 3 3 2 1 1 2 2
CO5 |3 3 3 3 2 1 1 2 2

Assessment Pattern

Bloom’s Category

Continuous Assessment Tests

End Semester

Examination

Test 1 Test 2 (Marks)
(Marks (Marks)
Remember 10 10 20
Understand 20 20 40
Apply 20 20 40
Analyse

Evaluate




Create

Mark distribution

Total Marks | CIE (Marks) ESE (Marks) ESE Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

Assignments: Assignment should include specific problems highlighting the applications of the
methods introduced in this course in science and engineering.

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Compute the derivatives and line integrals of vector functions and learn
their applications

1. How would you calculate the speed, velocity and acceleration at any instant of a particle moving
in space whose position vector at time tis r(t)?

2. Find the work done by the force field F = (e* — y3)i + (cosy + x3)on a particle that travels
once around the unit circle centred at origin having radius 1.

3. When do you say that a vector field is conservative? What are the implications if a vector field is
conservative?

Course Outcome 2 (CO2): Evaluate surface and volume integrals and learn their inter-relations and
applications

1. Write any one application each of line integral, double integral and surface integral.
2. Use the divergence theorem to find the outward flux of the vector field F(x,y , z) = zkacross the
x2+y?+2z%2=a?

3. State Greens theorem. Use Green’s theorem to express the area of a plane region bounded by a
curve as a line integral.



Course Outcome 3 (CO3): Solve homogeneous and non-homogeneous linear differential equation
with constant coefficients

1. If y; (x) and v, (x) are solutions ofy” + py” + qy = 0, where p, q are constants, show that
y1(x) + y2(x) is also a solution.

2. Solve the differential equation y” + y = 0.001x? using method of undetermined coefficient.

3. Solve the differential equation ofy” — 3y + 3y —y = e* —x — 1.

Course Outcome 4 (CO4): Compute Laplace transform and apply them to solve ODEs arising in
engineering

. . 35-137
1. What is the inverse Laplace Transformof (s) = SZET?

2. Find Laplace Transform of Unit step function.

3. Solve the differential equation of y“ + 9y = § (t — g)? Giveny(0) =2, y'(0) =0

Course Outcome 5(CO5): Determine the Fourier transforms of functions and apply them to solve
problems arising in engineering

1. Find the Fourier integral representation of function defined by
f(x) = e7*forx > 0 and f(x) = Oforx < 0.

2. What are the conditions for the existence of Fourier Transform of a function f(x)?

3. Find the Fourier transform of f(x) = 1for |x| < 1 and f(x) = 0 otherwise.

Model Question paper
QP CODE: PAGES:3

Reg No:

Name :

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY FIRST SEMESTER B.TECH DEGREE EXAMINATION,
MONTH & YEAR

Course Code: MAT 102
Max. Marks: 100 Duration: 3 Hours
VECTOR CALCULUS, DIFFERENTIAL EQUATIONS AND TRANSFORMS
(2019-Scheme)

(Common to all branches)



PART A

(Answer all questions. Each question carries 3 marks)

1. Isthe vector r where r = xi + yj + zk conservative. Justify your answer.

2. State Greens theorem including all the required hypotheses

3. Whatis the outward flux of F(x,y,z) = xi + yj + zk across any unit cube.

4. What is the relationship between Green’s theorem and Stokes theorem?

5. Solvey +4y + 25y =0

6. Does the function y = C; cos x + C, sinxform a solution ofy” +y = 0?. Is it the general
solution? Justify your answer.

7. Find the Laplace transform of e ~¢ sinh 4t

8. Find the Laplace inverse transform of ——-.
s (s2+w?)
2

9. Given the Fourier transform \/1—76_7 of f(x)=e"

10. State the convolution theorem for Fourier transform

x? , find the Fourier transform of xe **

PART B

(Answer one full question from each module. Each full question carries 14 marks)
MODULE 1

11a) Prove that the force field F = e”i + xeY jis conservative in the entire xy-plane

x2

a

2
b) Use Greens theorem to find the area enclosed by the ellipse = + Z—Z =1

. . . | | c , g
12 a) Find the divergence of the vector fieldF = W(xl + yj + zk)

b) Find the work done by the force fieldF(x, y, z) = xyi + yzj + xzkalong C where
Cis the curver(t) = ti + t%j + t3k
MODULE Il
13 a) Use divergence theorem to find the outward flux of the vector field

F = 2xi + 3yj + z3kacrossthe unit cube bounded by or x=0, y=0,z=0,x =
ly=1z=1

b) Find the circulation of F = (x —z)i+ (y —x)j + (z— xy)k using Stokes theorem
around the triangle with vertices A(1,0,0), B(0,2,0)and €(0,0,1)

14 a) Use divergence theorem to find the volume of the cylindrical solid bounded
by x2+4x+y?=7, z=-1, z=4, given the vector field F=xi+yj+zk
across surfaceof the cylinder

b) Use Stokes theorem to evaluate [ F.drwhereF = x?i + 3xj — y*kwhere Cis



the circle x? 4+ y? = 1 in the xy- plane with counterclockwise orientation looking
down the positive z-axis
MODULE Il

15a)Solvey + 4y + 4y = x? + e ¥ cosx
b) Solvey” —3y " +3y —y=e*—x—1
16 a) Solvey” + 3y” + 3y +y = 30e *giveny(0) = 3,y'(0) = =3, y'(0) = —47

b) Using method of variation of parameters, solvey” + y = sec x

MODULE IV

. . 2(e S—e~3%)
17 a) Find the inverse Laplace transform of F(s) = P -

b) Solve the differential equationy” + 16y = 48(t — 3m); y(0) = 2,y'(0) = 0 using Laplace
transform

18 a) Solvey” + 3y  + 2y = f(t) where f(t) = 1for0 <t < 1and f(t) = 1fort > 1
using Laplace transform

1

b) Apply convolution theorem to find the Laplace inverse transform of T

MODULE V

19 a) Find the Fourier cosine integral representation for f(x) = e **for x > 0and

coswx .
Sthe function

k > 0 and hence evaluate [~ e

b) Does the Fourier sine transform f(x) = x !sinxfor 0 < x < oo exist? Justify your
answer

20 a) Find the Fourier transform of f(x) = |x |for |x| < 1 and f(x) = 0 otherwise

b) Find the Fourier cosine transform of f(x) = e"**fora> 0



Syllabus
Module 1 (Calculus of vector functions)
(Text 1: Relevant topics from sections 12.1, 12.2, 12.6, 13.6, 15.1, 15.2, 15.3)

Vector valued function of single variable, derivative of vector function and geometrical
interpretation, motion along a curve-velocity, speed and acceleration. Concept of scalar and vector
fields , Gradient and its properties, directional derivative , divergence and curl, Line integrals of
vector fields, work as line integral, Conservative vector fields , independence of path and potential
function(results without proof).

Module 2 ( Vector integral theorems)
(Text 1: Relevant topics from sections 15.4, 15.5, 15.6, 15.7, 15.8)

Green’s theorem (for simply connected domains, without proof) and applications to evaluating line
integrals and finding areas. Surface integrals over surfaces of the form z = g(x, y), y = g(x, z) or x =
g(y, z) , Flux integrals over surfaces of the form z = g(x, y), y = g(x, z) or x = g(y, z), divergence
theorem (without proof) and its applications to finding flux integrals, Stokes’ theorem (without
proof) and its applications to finding line integrals of vector fields and work done.

Module- 3 ( Ordinary differential equations)
(Text 2: Relevant topics from sections 2.1, 2.2, 2.5, 2.6, 2.7, 2.10, 3.1, 3.2, 3.3)

Homogenous linear differential equation of second order, superposition principle,general solution,
homogenous linear ODEs with constant coefficients-general solution. Solution of Euler-Cauchy
equations (second order only).Existence and uniqueness (without proof). Non homogenous linear

ODEs-general solution, solution by the method of undetermined coefficients (for the right hand side

n ,kx kx kx

of the form x™,e"*,sinax,cosax,e™*sinaxe cosaxand their linear combinations), methods of
variation of parameters. Solution of higher order equations-homogeneous and non-homogeneous

with constant coefficient using method of undetermined coefficient.
Module- 4 (Laplace transforms)
(Text 2: Relevant topics from sections 6.1,6.2,6.3,6.4,6.5)

Laplace Transform and its inverse ,Existence theorem ( without proof) , linearity,Laplace transform
of basic functions, first shifting theorem, Laplace transform of derivatives and integrals, solution of
differential equations using Laplace transform, Unit step function, Second shifting theorems. Dirac
delta function and its Laplace transform, Solution of ordinary differential equation involving unit
step function and Dirac delta functions. Convolution theorem(without proof)and its application to
finding inverse Laplace transform of products of functions.



Module-5 (Fourier Tranforms)

(Text 2: Relevant topics from sections 11.7,11.8, 11.9)

Fourier integral representation, Fourier sine and cosine integrals. Fourier sine and cosine transforms,

inverse sine and cosine transform. Fourier transform and inverse Fourier transform, basic properties.

The Fourier transform of derivatives. Convolution theorem (without proof)

Text Books

H. Anton, I. Biven S.Davis, “Calculus”, Wiley, 10" edition, 2015.

Erwin Kreyszig, “Advanced Engineering Mathematics”, Wiley, 10" edition, 2015.

Reference Books

J. Stewart, Essential Calculus, Cengage, 2" edition, 2017

G.B. Thomas and R.L. Finney, Calculus and Analytic geometry, 9 th Edition, Pearson,Reprint,

2002.

Peter O Neil, Advanced Engineering Mathematics, 7th Edition, Thomson, 2007.

Louis C Barret, C Ray Wylie, “Advanced Engineering Mathematics”, Tata McGraw Hill, 6"

edition, 2003.

VeerarajanT.”Engineering Mathematics for first year”, Tata McGraw - Hill, 2008.

B.S. Grewal, Higher Engineering Mathematics, Khanna Publishers, 36™ edition, 2010.

Srimanta Pal, Subodh C. Bhunia, “Engineering Mathematics”, Oxford University Press, 2015.

Ronald N. Bracewell, “The Fourier Transform and its Applications”, McGraw - Hill

International Editions, 2000.

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Calculus of vector functions (9 hours)
1.1 Vector valued function of a scalar variable - derivative of vector valued | 2
function of scalar variable t-geometrical meaning
1.2 Motion along a curve-speed, velocity, acceleration 1
1.3 Gradient and its properties, directional derivative , divergent and curl 3
1.4 Line integrals with respect to arc length, line integrals of vector fields. | 2
Work done as line integral
1.5 Conservative vector field, independence of path, potential function 1




2 Vector integral theorems( 9 hours)

2.1 Green’s theorem and it’s applications

2.2 Surface integrals, flux integral and their evaluation

2.3 Divergence theorem and applications

2.4 Stokes theorem and applications

3 Ordinary Differential Equations (9 hours)

3.1 Homogenous linear equation of second order, Superposition principle,
general solution

3.2 Homogenous linear ODEs of second order with constant coefficients

33 Second order Euler-Cauchy equation

3.4 Non homogenous linear differential equations of second order with
constant coefficient-solution by undetermined coefficients, variation of
parameters.

3.5 Higher order equations with constant coefficients

4 Laplace Transform (10 hours)

4.1 Laplace Transform , inverse Transform, Linearity, First shifting theorem,
transform of basic functions

4.2 Transform of derivatives and integrals

4.3 Solution of Differential equations, Initial value problems by Laplace
transform method.

4.4 Unit step function --- Second shifting theorem

4.5 Dirac Delta function and solution of ODE involving Dirac delta function

4.6 Convolution and related problems.

5 Fourier Transform (8 hours)

5.1 Fourier integral representation

5.2 Fourier Cosine and Sine integrals and transforms

5.3 Complex Fourier integral representation, Fourier transform and its
inverse transforms, basic properties

5.4 Fourier transform of derivatives, Convolution theorem







EST ENGINEERING
110 GRAPHICS

CATEGORY | L| T| P| CREDIT

Year of Introduction

ESC 2(0|2

3

2019

Preamble: To enable the student to effectively perform technical communication through graphical

representation as per global standards.

Prerequisite: NIL

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Draw the projection of points and lines located in different quadrants

CO 2 | Prepare multiview orthographic projections of objects by visualizing them in different

positions

CO 3 | Draw sectional views and

develop surfaces of a given object

CO 4 | Prepare pictorial drawings using the principles of isometric and perspective projections to

visualize objects in three dimensions.

CO 5 | Convert 3D views to orthographic views

CO 6 | Obtain multiview projections and solid models of objects using CAD tools

Mapping of course outcomes with program outcomes

PO PO PO

PO PO PO PO PO

PO

PO PO PO
10 11 12

co1

co2

co3

co4

Ccos5

W W wwlw|w

coe

Assessment Pattern

Bloom’s Category

Continuous Assessment Tests
Test 1 Test 2

End Semester Examination

( 15 Marks) (15 Marks) (100 Marks)
Remember
Understand 5 20
Apply 10 10 80
Analyse
Evaluate

Create




Mark distribution

Total Marks | CIE (Marks) ESE (Marks) | ESE Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks

CIA for section A carries 25 marks (15 marks for 1 test and Class work 10 marks)
CIA for section B carries 15 marks (10 marks for 1 test and Class work 5 marks)

End Semester Examination Pattern:
ESE will be of 3 hour duration on A4 size answer booklet and will be for 100 marks. The question

paper shall contain two questions from each module of Section A only. Student has to answer any
one question from each module. Each question carries 20 marks.

Course Level Assessment Questions
(Questions may be framed based on the outline given under each course outcome)

Course Outcome 1 (CO1):

1. Locate points in different quadrants as per given conditions.

2. Problems on lines inclined to both planes .

3. Find True length, Inclinations and Traces of lines.

Course Outcome 2 (CO2)

1. Draw orthographic views of solids and combination solids

2. Draw views of solids inclined to any one reference plane.

3. Draw views of solids inclined to both reference planes.

Course Outcome 3 (CO3):

1. Draw views of solids sectioned by a cutting plane

2. Find location and inclination of cutting plane given true shape of the section
3. Draw development of lateral surface of solids and also its sectioned views
Course Outcome 4 (CO4):

1. Draw Isometric views/projections of soilds

2. Draw Isometric views/projections of combination of soilds

3. Draw Perspective views of Soilds

Course Outcome 5 (CO5):

1. Draw Orthographic views of solids from given three dimensional view



Course Outcome 6 (CO6):
1. Draw the given figure including dimensions using 2D software

2. Create 3D model using modelling software from the given orthographic views or 3D figure or
from real 3D objects

Model Question paper
QP CODE: PAGES:3

Reg No:

Name :

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY FIRST SEMESTER B.TECH DEGREE EXAMINATION,
MONTH & YEAR

Course Code: EST 110
ENGINEERING GRAPHICS
Max.Marks:100 Duration: 3 Hours
PART A
Answer all Questions. Each question carries 3 Marks

Instructions: Retain necessary Construction lines
Show necessary dimensions
Answer any ONE question from each module
Each question carries 20 marks

MODULE |
1. The end point A of a line is 20mm above HP and 10mm in front of VP. The other end of the line is
50mm above HP and 15mm behind VP. The distance between the end projectors is 70mm. Draw
the projections of the line. Find the true length and true inclinations of the line with the principal
planes. Also locate the traces of the line.

2. One end of a line is 20mm from both the principal planes of projection. The other end of the line
is 50mm above HP and 40mm in front of VP. The true length of the line is 70mm. Draw the
projections of the line. Find its apparent inclinations, elevation length and plan length. Also
locate its traces.

MODULE 11

3. A pentagonal pyramid of base side 25mm and height 40mm, is resting on the ground on one of
its triangular faces. The base edge of that face is inclined 30° to VP. Draw the projections of the
solid.



A hexagonal prism has side 25mm and height 50mm has a corner of its base on the ground and
the long edge containing that corner inclined at 30° to HP and 45° to VP. Draw the projections of
the solid.

MODULE Il

A triangular prism of base side 40mm and height 70mm is resting with its base on the ground
and having an edge of the base perpendicular to VP. Section the solid such that the true shape of
the section is a trapezium of parallel sides 30mm and 10mm. Draw the projections showing the
true shape. Find the inclination of the cutting plane with the ground plane.

Draw the development of a pentagonal pyramid of base side 30mm and height 50mm. A string is
wound from a corner of the base round the pyramid and back to the same point through the
shortest distance. Show the position of the string in the elevation and plan.

MODULE IV

The frustum of a cone has base diameter 50mm and top diameter 40mm has a height of 60mm.
It is paced centrally on top of a rectangular slab of size 80x60mm and of thickness 20mm. Draw
the isometric view of the combination.

A hexagonal prism has base side 35mm and height 60mm. A sphere of diameter 40mm is
placed centrally on top of it. Draw the isometric projection of the combination.

MODULE V

Draw the perspective view of a pentagonal prism, 20mm side and 45mm long lying on one of its
rectangular faces on the ground and having its axis perpendicular to picture plane. One of its
pentagonal faces touches the picture plane and the station point is 50mm in front of PP, 25mm
above the ground plane and lies in a central plane, which is 70mm to the left of the center of the
prism.

10. Draw three orthographic views with dimensions of the object shown in figure below.

(20X5=100)



Time : 3 hours EST110 ENGINEERING GRAPHICS Max. Marks: 100

SCHEME OF VALUATION

Locating the points and drawing the projections of the line — 4 marks
Finding true length by any one method — 6 marks
Finding true inclination with VP — 2 marks
Finding true inclination with HP — 2 marks
Locating horizontal trace — 2 marks
Locating vertical trace — 2 marks
Dimensioning and neatness — 2 marks

Total = 20 marks
Locating the points and drawing true length of the line — 4 marks
Finding projections by any method — 6 marks
Finding length of elevation and plan — 2 marks
Finding apparent inclinations — 2 marks
Locating horizontal trace — 2 marks
Locating vertical trace — 2 marks
Dimensioning and neatness — 2 marks

Total = 20 marks
Drawing initial position plan and elevation — 4 marks
First inclination views — 4 marks
Second inclination views -8 marks
Marking invisible edges — 2 marks
Dimensioning and neatness — 2 marks

Total = 20 marks
(Any one method or combination of methods for solving can be used.
If initial position is wrong then maximum 50% marks may be allotted for the answer)

Drawing initial position plan and elevation — 4 marks
First inclination views — 4 marks
Second inclination views -8 marks
Marking invisible edges — 2 marks
Dimensioning and neatness — 2 marks
Total = 20 marks
(Any one method or combination of methods for solving can be used
If initial position is wrong then maximum 50% marks may be allotted for the answer)

Drawing initial position plan and elevation — 4 marks
Locating section plane as per given condition — 5 marks
Drawing true shape -5 marks
Finding inclination of cutting plane — 2 marks
Dimensioning and neatness — 2 marks
Total = 20 marks
Drawing initial position plan and elevation — 4 marks
Development of the pyramid — 6 marks



10.

Locating string in development -2 marks
Locating string in elevation — 3 marks
Locating string in plan — 3 marks
Dimensioning and neatness — 2 marks

Drawing initial positions — 4 marks
Isometric View of Slab -6 marks
Isometric View of Frustum — 10 marks
Dimensioning and neatness — 2 marks

(Initial position is optional, hence redistribute if needed.
Reduce 4 marks if Isometric scale is taken)

Drawing initial positions — 4 marks
Isometric scale — 4 marks

Isometric projection of prism -5 marks
Isometric projection of sphere — 5 marks
Dimensioning and neatness — 2 marks

(Initial position is optional, hence redistribute if needed.

Drawing the planes and locating the station point — 4 marks

Locating elevation points — 2 marks
Locating plan points — 2 marks

Drawing the perspective view — 10 marks
Dimensioning and neatness — 2 marks

Drawing the elevation — 8marks
Drawing the plan —4 marks

Drawing the side view — 4 marks
Marking invisible edges — 2 marks
Dimensioning and neatness — 2 marks

Total = 20 marks

Total = 20 marks

Total = 20 marks

Total = 20 marks

Total = 20 marks



SYLLABUS

General Instructions:
> First angle projection to be followed
» Section A practice problems to be performed on A4 size sheets
» Section B classes to be conducted on CAD lab

SECTION A
Module 1
Introduction : Relevance of technical drawing in engineering field. Types of lines, Dimensioning, BIS
code of practice for technical drawing.
Orthographic projection of Points and Lines: Projection of points in different quadrants, Projection of
straight lines inclined to one plane and inclined to both planes. Trace of line. Inclination of lines with
reference planes True length of line inclined to both the reference planes.

Module 2

Orthographic projection of Solids: Projection of Simple solids such as Triangular, Rectangle, Square,
Pentagonal and Hexagonal Prisms, Pyramids, Cone and Cylinder. Projection of solids in simple
position including profile view. Projection of solids with axis inclined to one of the reference planes
and with axis inclined to both reference planes.

Module 3

Sections of Solids: Sections of Prisms, Pyramids, Cone, Cylinder with axis in vertical position and cut
by different section planes. True shape of the sections. Also locating the section plane when the
true shape of the section is given.

Development of Surfaces: Development of surfaces of the above solids and solids cut by different
section planes. Also finding the shortest distance between two points on the surface.

Module 4
Isometric Projection: Isometric View and Projections of Prisms, Pyramids, Cone , Cylinder, Frustum of
Pyramid, Frustum of Cone, Sphere, Hemisphere and their combinations.

Module 5

Perspective Projection: Perspective projection of Prisms and Pyramids with axis perpendicular to the
ground plane, axis perpendicular to picture plane.

Conversion of Pictorial Views: Conversion of pictorial views into orthographic views.

SECTION B
(To be conducted in CAD Lab)
Introduction to Computer Aided Drawing: Role of CAD in design and development of new products,
Advantages of CAD. Creating two dimensional drawing with dimensions using suitable software.
(Minimum 2 exercises mandatory)
Introduction to Solid Modelling: Creating 3D models of various components using suitable modelling
software. (Minimum 2 exercises mandatory)



Text Books

1.

2.

Bhatt, N.D., Engineering Drawing, Charotar Publishing House Pvt. Ltd.

John, K.C. Engineering Graphics, Prentice Hall India Publishers.

Reference Books

1.

2.

Anilkumar, K.N., Engineering Graphics, Adhyuth narayan Publishers

Agrawal, B. And Agrawal, C.M., Engineering Darwing, Tata McGraw Hill Publishers.

Benjamin, J., Engineering Graphics, Pentex Publishers- 3" Edition, 2017

Duff, J.M. and Ross, W.A., Engineering Design and Visualisation, Cengage Learning.

Kulkarni, D.M., Rastogi, A.P. and Sarkar, A.K., Engineering Graphics with AutoCAD, PHI.

Luzaddff, W.J. and Duff, J.M., Fundamentals of Engineering Drawing, PHI.

Varghese, P.l., Engineering Graphics, V I P Publishers

Venugopal, K., Engineering Drawing and Graphics, New Age International Publishers.

Course Contents and Lecture Schedule

No SECTION A No. of
Hours

1 MODULE |

1.1 | Introduction to graphics, types of lines, Dimensioning 1

1.2 | Concept of principle planes of projection, different quadrants, locating points 2
on different quadrants

1.3 | Projection of lines, inclined to one plane. Lines inclined to both planes, 2
trapezoid method of solving problems on lines.

1.4 | Problems on lines using trapezoid method 2

1.5 | Line rotation method of solving, problems on line rotation method 2

2 MODULE Il

2.1 | Introduction of different solids, Simple position plan and elevation of solids 2

2.2 | Problems on views of solids inclined to one plane 2

2.3 | Problems on views of solids inclined to both planes 2

2.4 | Practice problems on solids inclined to both planes 2




3 MODULE Il

3.1 | Introduction to section planes. AIP and AVP. Principle of locating cutting
points and finding true shape

3.2 | Problems on sections of different solids

3.3 | Problems when the true shape is given

3.4 | Principle of development of solids, sectioned solids

4 MODULE IV

4.1 | Principle of Isometric View and Projection, Isometric Scale. Problems on
simple solids

4.2 | Isometric problems on Frustum of solids, Sphere and Hemisphere

4.3 | Problems on combination of different solids

5 MODULE V

5.1 | Introduction to perspective projection, different planes, station point etc.
Perspective problems on pyramids

5.2 | Perspective problems on prisms

5.3 | Practice on conversion of pictorial views into orthographic views

SECTION B (To be conducted in CAD lab)

1 Introduction to CAD and software. Familiarising features of 2D software.
Practice on making 2D drawings

2 Practice session on 2D drafting

3 Introduction to solid modelling and software

4 Practice session on 3D modelling




EST
100

ENGINEERING
MECHANICS

CATEGORY L

P| CREDIT

Year of Introduction

ESC 21

0|3

2019

Preamble: Goal of this course is to expose the students to the fundamental concepts of mechanics

and enhance their problem-solving skills.

It introduces students to the influence of applied force

system and the geometrical properties of the rigid bodies while stationary or in motion. After this

course students will be able to recognize similar problems in real-world situations and respond

accordingly.
Prerequisite: Nil

Course Outcomes: After completion of the course the student will be able to:

co1 Recall principles and theorems related to rigid body mechanics
co2 Identify and describe the components of system of forces acting on the rigid body
Apply the conditions of equilibrium to various practical problems involving different force
CO3 | system.
co4 Choose appropriate theorems, principles or formulae to solve problems of mechanics.
cos5 Solve problems involving rigid bodies, applying the properties of distributed areas and masses

Mapping of course outcomes with program outcomes (Minimum requirement)

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12
co1 2 2 - - - - - - - - - -
co2 3 3 - - - - - - - - - -
co3 3 3 - - - - - - - - - -
co4 3 3 - - - - - - - - - -
CO5 3 3 - - - - - - - - - -
Assessment Pattern

Continuous Assessment Tests
Bloom’s Category Test 1 (Marks) Test 2 (Marks) End Semester Examination (Marks)
Remember 10 10 15
Understand 10 10 15
Apply 30 30 70
Analyse
Evaluate

Create




Mark distribution

Total Marks | CIE ESE ESE Duration
marks | marks

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should

answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions:

Part A

Course Outcome 1 (CO1): (One question from each module to meet the course objective 1: To
recall principles and theorems related to rigid body mechanics)

1. Explain D’Alembert’s principle

2. Distinguish static and dynamic friction
3. State and explain perpendicular axis theorem

Course Outcome 2 (CO2) (One question from each module to meet the course objective 2: To
identify and describe the components of system of forces acting on the rigid body)

1. A simply supported beam AB of span 5 m is carrying point loads 5 kN, 3 kN and 2 kN at 1m, 3m
and 4m respectively from support A. Calculate the support reaction at B.

2. A gymnast holding onto a bar, is suspended motionless in mid-air. The bar is supported by two
ropes that attach to the ceiling. Diagram the forces acting on the combination of gymnast and bar

3. While you are riding your bike, you turn a corner following a circular arc. lllustrate the forces that
act on your bike to keep you along the circular path ?

Part B

All the questions under this section shall assess the learning levels corresponding to the course
outcomes listed below.



cos3

system.

To apply the conditions of equilibrium to various practical problems involving different force

coa To choose appropriate theorems, principles or formulae to solve problems of mechanics.

cos masses

To solve problems involving rigid bodies, applying the properties of distributed areas and

1. Two rollers each of weight 100 N are supported by an inclined plane and a vertical wall. Find the

reaction at the points of contact A, B, C. Assume all the surfaces to be smooth.

Course
. Marks
outcome Description of course outcome Learning level assessed
. o allocated
identifier
To apply the conditions of equilibrium | Applying — (Sketch the free
co3 to various practical problems involving | body diagram that represent a
different force system. equilibrium state of the body )
To choose appropriate theorems, | Applying (Choose the equations
coa principles or formulae to solve | and formulae required for 4
problems of mechanics. calculation)
To solve problems involving rigid | Applying ( Solve the problem
cos bodies, applying the properties of | based on the descriptions given 6
distributed areas and masses in CO3 and CO4)
Total 14

2. A cylindrical disc, 50 cm diameter and cm thickness, is in contact with a horizontal conveyor belts

running at uniform speeds of 5 m/s. Assuming there is no slip at points of contact determine (i)
angular velocity of disc (ii) Angular acceleration of disc if velocity of conveyor changes to 8 m/s. Also
compute the moment acting about the axis of the disc in both cases.




Course

ioti Marks
outcome Description of course outcome Learning level assessed
. . allocated
identifier
To apply the conditions of equilibrium to | APPlying — (Sketch the
co3 | various practical problems involving different free body diagram that 4
force system. represent state of the
body )
f o il Applying (Choose the
To choose appropriate theorems, principles or .
coa ) equations and formulae 4
formulae to solve problems of mechanics. . ,
required for calculation)
a . i - Applying ( Solve the
To solve problems involving rigid bodies,
ing th t' ¢ distriblited problem based on the 6
a in e properties of distributed areas
Co5 PPIYINg e descriptions given in CO3
and masses
and CO4)
Total 14
3. Determine the centroid of the given section
10 cm———H
35r|_r|1 I
]
E (-:.SIZI.II
25 cm
.‘Iu'ul
1 l
Qicm i
Course Marks
outcome Description of course outcome Learning level assessed allocat
identifier ed
To .apply the c9nditions of equili.brium. to Applying — (lllustrate the
co3 v?rlous practical problems involving computation of centroid for 4
different force system. the given geometrical shape)
To choose appropriate theorems, | Applying (Choose the
coa principles or formulae to solve problems | equations and formulae 4
of mechanics. required for calculation)
o5 To solve problems involving rigid bodies, | Applying ( Solve the problem 6
applying the properties of distributed | based on the descriptions




areas and masses given in CO3 and CO4)

Total 14

4. A rectangular hole is made in a triangular section as shown. Find moment of inertia about the
section x-x passing through the CG of the section and parallel to BC.

|\ Y
&‘—’-
3em
W7
*G; 3cm
L 3G m s
- N
it d ok
10cm
Course Mark
Bt arks
outcome Description of course outcome Learning level assessed located
allocate
identifier
To apply the conditions of equilibrium to | APplying — (lllustrate the 4
o3 various practical problems involving different | computation of moment
force system. of inertia for the given
geometrical shape)
. i Applying (Choose the
To choose appropriate theorems, principles E
Coa . equations and formulae 4
or formulae to solve problems of mechanics. . )
required for calculation)
! ] 5 . Applying ( Solve the
To solve problems involving rigid bodies,
. ] - problem based on the
cos applying the properties of distributed areas . ! ) 6
descriptions  given in
and masses
CO3 and CO4)
Total 14




Model Question Paper

QP CODE:
Reg No.:

Name:

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY FIRST SEMESTER B.TECH DEGREE EXAMINATION,
MONTH & YEAR

Course Code: EST 100
ENGINEERING MECHANICS
Max. Marks: 100 Duration: 3 hours
Part A

(Answer all questions; each question carries 3 marks)

1. Explain D’Alembert’s principle
2. Distinguish static and dynamic frictioni.
3. State and explain perpendicular axis theorem.

4. A simply supported beam AB of span 5 m is carrying point loads 5 kN, 3 kN and 2 kN at 1m, 3m
and 4m respectively from support A. Calculate the support reaction at B.

5. A gymnast holding onto a bar, is suspended motionless in mid-air. The bar is supported by two
ropes that attach to the ceiling. Diagram the forces acting on the combination of gymnast and bar

6. While you are riding your bike, you turn a corner following a circular arc. lllustrate the forces that
act on your bike to keep you along the circular path ?

7. Compare damped and undamped free vibrations.
8. State the equation of motion of a rotating rigid body, rotating about its fixed axis.

9. lllustrate the significance of instantaneous centre in the analysis of rigid body undergoing
rotational motion.

10. Highlight the principles of mechanics applied in the evaluation of elastic collusion of rigid bodies.
PART B
(Answer one full question from each module, each question carries 14 marks)
Module -I

11. Two identical rollers each of weight 100 N are supported by an inclined plane, making an angle
of 30° with the vertical, and a vertical wall. Find the reaction at the points of contact A, B, C. Assume
all the surfaces to be smooth. (14 marks)



12. A string tied to a wall is made to pass over a pulley placed 2m away from it. A weight P is
attached to the string such that the string stretches by 2m from the support on the wall to the
location of attachment of weight. Determine the force P required to maintain 200 kg body in
position for 0 = 30°, The diameter of pulley B is negligible. (14 marks)

Module -2
13. Two blocks A & B are resting against a wall and the floor as shown in figure below. Find the
value of horizontal force P applied to the lower block that will hold the system in equilibrium.
Coefficient of friction are : 0.25 at the floor, 0.3 at the wall and 0.2 between the blocks.
(14 marks)

5,
<=
b

T
@
o

60° 1000N

14. A beam is hinged at A and roller supported at B. It is acted upon by loads as shown below.

Find the reactions at A & B. (14 marks)
20 KN
10 KN 15 KN
A ‘ 30° i
[ ]
i 2m 3m | 2m | Am ‘
| 1 | 1
Module -3

15. A rectangular hole is made in a triangular section as shown. Find moment of inertia about the
section x-x passing through the CG of the section and parallel to BC. (14 marks)



3cm
1
'Y |
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L 3 m. s
yZZA 1
C

Y
' 10cm

16. Support A has ball and socket connection. Roller support at B prevents motion in the —z
direction. Corner C is tied to D by a rope. The triangle is weightless. Determine the unknown force
components acting at A, B, and C. (14 marks)

i Foc

Module - 4

17. A cricket ball is thrown by a fielder from a height of 2m at an angle of 30° to the horizontal with
an initial velocity of 20 m/s , hits the wickets at a height of 0.5 m from the ground. How far was the
fielder from the wicket? (14 marks)

18. An engine of weight 500 kN pull a train weighing 1500 kN up an incline of 1 in 100. The train
starts from rest and moves with constant acceleration against a resistance of 5 N/kN. It attains a
maximum speed of 36 kmph in 1 km distance. Determine the tension in the coupling between train
and engine and the traction force developed by the engine. (14marks)

Module -5

19. A cylindrical disc, 50 cm diameter and 10 cm thickness having mass of 10 kg, is in contact with a
horizontal conveyor belt running at uniform speeds of 5 m/s. Assuming there is no slip at points of
contact determine (i) angular velocity of disc (ii) Angular acceleration of disc if velocity of conveyor
changes to 8 m/s in 10 seconds. Also compute the moment acting about the axis of the disc in both
cases. (14 marks)

20. A wheel rotating about fixed axis at 20 rpm is uniformly accelerated for 70 seconds during which
time it makes 50 revolutions. Find the (i) angular velocity at the end of this interval and (ii) time
required for the velocity to reach 100 revolutions per minute. (14 marks)



SYLLABUS
Module 1
Introduction to Engineering Mechanics-statics-basic principles of statics-Parallelogram law,
equilibrium law, principles of superposition and transmissibility, law of action and reaction(review)
free body diagrams.
Concurrent coplanar forces-composition and resolution of forces-resultant and equilibrium
equations — methods of projections — methods of moments — Varignon’s Theorem of moments.

Module 2

Friction — sliding friction - Coulomb’s laws of friction — analysis of single bodies —wedges, ladder-
analysis of connected bodies .

Parallel coplanar forces — couple - resultant of parallel forces — centre of parallel forces — equilibrium
of parallel forces — Simple beam subject to concentrated vertical loads. General coplanar force
system - resultant and equilibrium equations.

Module 3

Centroid of composite areas- — moment of inertia-parallel axis and perpendicular axis theorems.
Polar moment of inertia,radius of gyration,mass moment of inertia-ring,cylinder and disc.

Theorem of Pappus Guldinus(demonstration only)

Forces in space - vectorial representation of forces, moments and couples —resultant and equilibrium
equations — concurrent forces in space (simple problems only)

Module 4

Dynamics — rectilinear translation - equations of kinematics(review)

kinetics — equation of motion — D’Alembert’s principle. — motion on horizontal and inclined
surfaces, motion of connected bodies. Impulse momentum equation and work energy equation
(concepts only).

Curvilinear translation - equations of kinematics —projectile motion(review), kinetics — equation of
motion. Moment of momentum and work energy equation (concepts only).

Module 5

Rotation — kinematics of rotation- equation of motion for a rigid body rotating about a fixed axis —
rotation under a constant moment.

Plane motion of rigid body — instantaneous centre of rotation (concept only).

Simple harmonic motion — free vibration —degree of freedom- undamped free vibration of spring
mass system-effect of damping(concept only)

Text Books

1. Timoshenko and Young, Engineering Mechanics, McGraw Hill Publishers

2. Shames, I. H., Engineering Mechanics - Statics and Dynamics, Prentice Hall of India.

3. R. C. Hibbeler and Ashok Gupta, Engineering Mechanics, Vol. | statics, Vol Il Dynamics, Pearson
Education.



References

1. Merriam J. L and Kraige L. G., Engineering Mechanics - Vols. 1 and 2, John Wiley.

2. Tayal A K, Engineering Mechanics — Statics and Dynamics, Umesh Publications

3. Bhavikkatti, S.S., Engineering Mechanics, New Age International Publishers

4. F.P.Beer abd E.R.Johnston (2011), Vector Mechanics for Engineers, Vol.l-Statics, Vol.ll-Dynamics,
9™ Ed, Tata McGraw Hill
5. Rajasekaran S and Sankarasubramanian G, Engineering Mechanics - Statics and Dynamics, Vikas
Publishing House Pvt Ltd.

Course Contents and Lecture Schedule:

Course N ;
0. ©
Module Topic outcomes
Hours
addressed
1 Module 1 Total: 7
Introduction to engineering mechanics — introduction on statics and
1.1 dynamics - Basic principles of statics — Parellogram law, equilibrium (a1 and 1
law — Superposition and transmissibility, law of action and reaction co2
(review the topics)
Free body diagrams.
Degree of freedom-types of supports and nature of reactions -
1.2 . . . Il CO1 and 1
exercises for free body diagram preparation — composition and 0
resolution of forces, resultant and equilibrium equations (review the
topics) - numerical exercises for illustration.
Concurrent coplanar forces - analysis of concurrent forces -methods | co1  and
13 of projections — illustrative numerical exercise — teacher assisted | co2 1
problem solving.
Analysis of concurrent forces -methods of moment-Varignon’s | co1  and
1.4 Theorem of Moments - illustrative numerical exercise- teacher | co2 1
assisted problem solving.
1.5 Analysis of concurrent force systems — extended problem solving - €03,c04 1
Session . and CO5
16 Analysis of concurrent force systems — extended problem solving - co3,co4 1
' Session Il — learning review quiz. and CO5
Analysis of concurrent force systems — extended problem solving - cos,co4
1.7 : and CO5 1
Session llI.
2 Module 2 Total: 7
2.1 Friction — sliding friction - Coulomb’s laws of friction — analysis of | CO1 and | 1
single bodies —illustrative examples on wedges and ladder-teacher | CO2




assisted problem solving tutorials using problems from wedges and
ladder.

2.2 Problems on friction - analysis of connected bodies. illustrative | CO3, CO4 | 1
numerical exercise— teacher assisted problem solving. and CO5

2.3 Problems on friction-extended problem solving C03,Co4 1

and CO5

2.4 Parallel coplanar forces — couple - resultant of parallel forces — centre | CO1 and | 1
of parallel forces — equilibrium of parallel forces — Simple beam | CO2
subject to concentrated vertical loads.

2.5 General coplanar force system - resultant and equilibrium equations - | CO1 and | 1
illustrative examples- teacher assisted problem solving. COo2

2.6 General coplanar force system-resultant and equilibrium equations - | CO3, CO4 | 1
illustrative examples and CO5

2.7 General coplanar force system - Extended problem solving - Quiz to | CO3, CO4 |1
evaluate learning level. and CO5

3 Module 3 Total: 7

31 Centroid of simple and regular geometrical shapes — centroid of | co1 and
figures in combination - composite areas- examples for illustration — | co2 1
problems for practice to be done by self.

3.2 Moment of inertia- parallel axis theorem —examples for illustration - CO1  and 1
problems for practice to be done by self. co2

3.3 Moment of inertia - perpendicular axis theorem - example for | CO1 and
illustration to be given as hand out and discussion on the solved | CO2 1
example.

3.4 Solutions to practice problems — problems related to centroid and | CO3, CO4 | q
moment of inertia - problems for practice to be done by self. and CO5

3.5 Polar moment of inertia, Radius of gyration. Ccol and
Mass moment of inertia of ring, cylinder and uniform disc. co2 1
Theorem of Pappus Guldinus - Demonstration

3.6 Introduction to forces in space — vectorial representation of forces, | c01,and
moments and couples — simple problems to illustrate vector | co2 1
representations of forces, moments and couples to be done in class.

3.7 Solution to practice problems - resultant and equilibrium equations
for concurrent forces in space — concurrent forces in space - 2 simple cos,co4 1
problems to illustrate the application of resultant and equilibrium and CO5
equations for concurrent forces in space.

4 Module 4 Total: 7




Introduction to dynamics — review of rectilinear translation - | co1  and
4.1 equations of kinematics — problems to review the concepts — | co2 1
additional problems involving extended application as exercises .
Solutions to exercises with necessary explanation given as hand out —
4.2 introduction to kinetics — equation of motion — D’Alembert’s principle GOL and 1
— illustration of the concepts using one numerical exercise from coz2
motion on horizontal and inclined surfaces.
Motion of connected bodies - example for illustration to be given as | co3, co4 | 1
4.3 hand out and discussion on the solved example — problems for | ;344 cos
practice to be done by self.
4.4 Motion of connected bodies-extended problem solving. C03, Co4 |1
& CO5
Curvilinear translation - Review of kinematics —projectile motion — 1
s simple problems to review the concepts — introduction to kinetics — | CO3, CO4
equation of motion — illustration of the concepts using numerical | & CO5
exercises.
4.6 Extended problem solving — rectilinear and curvilinear translation. co3, cos4 |1
& CO5
Concepts on Impulse momentum equation and work energy equation 1
(rectilinear translation — discussions to bring out difference between
4.7 . . : . COol1 and
elastic and inelastic collusions). o
Concepts on Moment of momentum and work energy equation
(curvilinear translation).
5 Module 5 Total: 7
Rotation — kinematics of rotation- equation of motion for a rigid body col  and 1
5.1 rotating about a fixed axis — simple problems for illustration. co2
Rotation under a constant moment — teacher assisted problem 1
5.2 solving. C03,Co4
and CO5
5.3 Rotation under a constant moment - extended problem solving. C03, CO4 |1
and CO5
54 Plane motion of rigid body- instantaneous centre of rotation (concept | CO1 and | 1
only). C0o2
Introduction to harmonic oscillation —free vibrations - simple 1
harmonic motion — differential equation and solution.
CO1 and
5.5 Degree of freedom — examples of single degree of freedom (SDOF) | co2

systems — Idealisation of mechanical systems as spring-mass systems
(concept only).




SDOF spring mass system —equation of motion — undamped free
vibration response - concept of natural frequency.

CO1 and
>-6 Free vibration response due to initial conditions. co2
Simple problems on determination of natural frequency and free
vibration response to test the understanding level.
57 Free vibration analysis of SDOF spring-mass systems — Problem solving | COland

Effect of damping on free vibration response (concept only).

Cco2




CYT  |[ENGINEERING CHEMISTRY CATEGORY (L | T | P | CREDIT | YEAR OF
100 INTRODUCTION
BSC 3 ]1]0 |4 2019

Preamble: To enable the students to acquire knowledge in the concepts of chemistry for engineering
applications and to familiarize the students with different application oriented topics like
spectroscopy, electrochemistry, instrumental methods etc. Also familiarize the students with topics
like mechanism of corrosion, corrosion prevention methods, SEM, stereochemistry, polymers,
desalination etc., which enable them to develop abilities and skills that are relevant to the study and

practice of chemistry.
Prerequisite: Concepts of chemistry introduced at the plus two levels in schools

Course outcomes: After the completion of the course the students will be able to

co1 Apply the basic concepts of electrochemistry and corrosion to explore its possible
applications in various engineering fields.

co2 Understand various spectroscopic techniques like UV-Visible, IR, NMR and its
applications.

co3 Apply the knowledge of analytical method for characterizing a chemical mixture or a
compound. Understand the basic concept of SEM for surface characterisation of
nanomaterials.

co4 Learn about the basics of stereochemistry and its application. Apply the knowledge of
conducting polymers and advanced polymers in engineering.

Cco5 Study various types of water treatment methods to develop skills for treating
wastewater.

Mapping of course outcomes with program outcomes

PO1 |PO2 |PO3 |PO4 |[PO5 |(PO6 |PO7 POS8 |PO9 PO PO | PO
10 11 12

co1 1 2 1

co2 1 1

co3 1 1

co4 2 1

Ccos5 1 1 3




Assessment Pattern

Bloom’s Category Continuous Assessment Tests End Semester Examination
1 2

Remember 15 15 30

Understand 25 25 50

Apply 10 10 20

Analyse

Evaluate

Create

End Semester Examination Pattern: There will be two parts- Part A and Part B. Part A contains 10
questions (2 questions from each module), having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module, of which student should
answer any one. Each question can have maximum 2 subdivisions and carries 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO 1):

1. What is calomel electrode? Give the reduction reaction (3 Marks)
2. List three important advantages of potentiometric titration (3 Marks)
3. (a) Explain how electroless plating copper and nickel are carried out (10 Marks)

(b) Calculate the emf of the following cell at 30°C, Zn / Zn ** (0.1M) // Ag* (0.01M) // Ag.

Given E° Zn**/Zn =-0.76 V, E° Ag'/Ag = 0.8 V. (4 Marks)
Course Outcome 2 (CO 2)
1. State Beer Lambert’s law (3 Marks)
2. List the important applications of IR spectroscopy (3 Marks)

3. (a) What is Chemical shift? What are factors affecting Chemical shift? How ‘H NMR  spectrum of
CH3;COCH,Cl interpreted using the concept of chemical shift. (10 Marks)

(b) Calculate the force constant of HF molecule, if it shows IR absorption at 4138 cm™. Given that
atomic masses of hydrogen and fluorine are 1u and 19u respectively. (4 Marks)

Course Outcome 3 (CO 3):
1. Distinguish between TGA and DTA (3 Marks)

2. Give two differences between GSC and GLC (3 Marks)



3. (a) Explain the principle, instrumentation and procedure of HPLC (10 Marks)

(b) Interpret TGA of CaC,0,. H,0 (4 Marks)
Course Outcome 4 (CO 4):
1. Explain the geometrical isomerism in double bonds (3 Marks)
2. What are the rules of assigning R-S notation? (3 Marks)

3. (a) What are conducting polymers? How it is classified? Give the preparation of polyaniline

(10 Marks)
(b) Draw the stereoisomers possible for CH;-(CHOH),-COOH (4 Marks)
Course Outcome 5 (CO 5):
1. What is degree of hardness? (3 Marks)
2. Define BOD and COD (3 Marks)
3. (a) Explain the EDTA estimation of hardness (10 Marks)

(b) Standard hard water contains 20 g of CaCO3 per liter,50 mL of this required 30mL of EDTA
solution, 50mL of sample water required 20mL of EDTA solution. 50mL sample water after boiling
required 14 mL EDTA solution. Calculate the temporary hardness of the given sample of water, in
terms of ppm. (4 Marks)

MODEL QUESTION PAPER

Total Pages:
Reg No.: Name:

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FIRST SEMESTER B.TECH DEGREE EXAMINATION

Course Code: CYT100,
Course Name: ENGINEERING CHEMISTRY

Max. Marks: 100 Duration: 3 Hours
PART A
Answer all questions, each carries 3 marks Marks
1 What is potentiometric titration? How the end point is determined graphically? (3)
What is Galvanic series? How is it different from electrochemical series? (3)
3 Which of the following molecules can give IR absorption? Give reason? (3)
(a) 0, (b) H,0 (c) N2 (d) HCI
4 Which of the following molecules show UV-Visible absorption? Give reason. (3)

(a) Ethane (b) Butadiene (c) Benzene



10

11

12

13

14

a)

b)

a)

b)

b)

What are the visualization techniques used in TLC?
Write the three important applications of nanomaterials.
Draw the Fischer projection formula and find R-S notation of

CH,
H OH

HO H
CH,

Write the structure of a) Polypyrroleb) Kevlar.
What is break point chlorination?
What is reverse osmosis?

PART B

Answer any one full question from each module, each question carries 14 marks
Module 1
Give the construction of Li-ion cell. Give the reactions that take place at the
electrodes during charging and discharging. What happens to anodic material when
the cell is 100% charged.
Calculate the standard electrode potential of Cu, if its electrode potential at 25°C
is 0.296 V and the concentration of Cu** is 0.015 M.
OR

Explain the mechanism of electrochemical corrosion of iron in oxygen rich and oxygen
deficient acidic and basic environments.
Given below are reduction potentials of some species

MnO, + 8H" + 5e > Mn*" + 4H,0; E° = +1.51V
Cl,+2e >2CI;E°=+1.36V
S,0% +2e > 250,7 ; E®=+1.98 V

Use the above data to examine whether the acids, dil. HCl and dil. H,SO,, can be used
to provide acid medium in redox titrations involving KMnO,.

Module 2
What is spin-spin splitting? Draw the NMR spectrum of (i) CH; CH,CH, Br (ii)
CH;CH(Br)CH; Explain how NMR spectrum can be used to identify the two isomers.
A dye solution of concentration 0.08M shows absorbance of 0.012 at 600 nm; while a
test solution of same dye shows absorbance of 0.084 under same conditions. Find the
concentration of the test solution.

OR

Explain the basic principle of UV-Visible spectroscopy. What are the possible
electronic transitions? Explain with examples.
Sketch the vibrational modes of CO, and H,0. Which of them are IR active?

(3)
(3)
(3)

(3
(3)
(3)

(4)

(10)

(4)

(10)

(4)

(10)

(4)



Module 3
15 a) Explain the principle, instrumentation and procedure involved in gas chromatography. (10)

b)  Explain the DTA of CaC,0,4.H,0 with a neat sketch. (4)
OR
16 a) Explain the various chemical methods used for the synthesis of nanomaterial (10)
b) How TGA is used to analyse the thermal stability of polymers? (4)
Module 4

17 a) What are conformers? Draw thecis and transisomers of 1, 3-dimethylcylohexane. (10)
Which conformer (chair form) is more stable in each case?

b)  What is ABS? Give properties and applications. (4)
OR
18 a) Explain the various structural isomers with suitable example. (10)
b)  What is OLED? Draw a labelled diagram. (4)
Module 5

19 a) What are ion exchange resins? Explain ion exchange process for removal of hardness (10)
of water? How exhausted resins are regenerated?
b) 50 mL sewage water is diluted to 2000 mL with dilution water; the initial dissolved (4)
oxygen was 7.7 ppm. The dissolved oxygen level after 5 days of incubation was 2.4
ppm. Find the BOD of the sewage.
OR
20 a) What are the different steps in sewage treatment? Give the flow diagram. Explain the (10)
working of trickling filter.
b)  Calculate the temporary and permanent hardness of a water sample which contains (4)
[Ca*"] = 160 mg/L, [Mg*] = 192 mg/L and [HCO,] = 122 mg/L.

Syllabus
Module 1
Electrochemistry and Corrosion

Introduction - Differences between electrolytic and electrochemical cells - Daniel cell - redox
reactions - cell representation. Different types of electrodes (brief) - Reference electrodes - SHE -
Calomel electrode - Glass Electrode - Construction and Working. Single electrode potential -
definition - Helmholtz electrical double layer -Determination of E° wusing calomel
electrode.Determination of pH using glass electrode.Electrochemical series and its applications. Free
energy and EMF - Nernst Equation - Derivation - single electrode and cell (Numericals) -Application -
Variation of emf with temperature. Potentiometric titration - Introduction -Redox titration
only.Lithiumion cell - construction and working.Conductivity- Measurement of conductivity of a
solution (Numericals).

Corrosion-Electrochemicalcorrosion — mechanism. Galvanic series- cathodic protection - electroless
plating —Copper and Nickel plating.



Module 2
Spectroscopic Techniques and Applications

Introduction- Types of spectrum - electromagnetic spectrum - molecular energy levels - Beer
Lambert’s law (Numericals). UV-Visible Spectroscopy — Principle - Types of electronic transitions -
Energy level diagram of ethane, butadiene, benzene and hexatriene. Instrumentation of UV-Visible
spectrometer and applications.IR-Spectroscopy — Principle - Number of vibrational modes -
Vibrational energy states of a diatomic molecule and -Determination of force constant of diatomic
molecule (Numericals) —Applications. '"H NMR spectroscopy — Principle - Relation between field
strength and frequency - chemical shift - spin-spin splitting (spectral problems ) - coupling constant
(definition) - applications of NMR- including MRI (brief).

Module 3
Instrumental Methods and Nanomaterials

Thermal analysis —TGA- Principle, instrumentation (block diagram) and applications — TGA of
CaC,0,4.H,0 and polymers. DTA-Principle, instrumentation (block diagram) and applications - DTA of
CaC,04.H,0. Chromatographic methods - Basic principles and applications of column and TLC-
Retention factor. GC and HPLC-Principle, instrumentation (block diagram) - retention time and
applications.

Nanomaterials - Definition - Classification - Chemical methods of preparation - Hydrolysis and
Reduction - Applications of nanomaterials - Surface characterisation -SEM — Principle and
instrumentation (block diagram).

Module 4
Stereochemistry and Polymer Chemistry

Isomerism-Structural, chain, position, functional, tautomerism and matamerism - Definition with
examples - Representation of 3D structures-Newman, Sawhorse, Wedge and Fischer projection of
substituted methane and ethane. Stereoisomerism - Geometrical isomerism in double bonds and
cycloalkanes (cis-trans and E-Z notations). R-S Notation — Rules and examples - Optical isomerism,
Chirality, Enantiomers and Diastereoisomers-Definition with examples.Conformational analysis of
ethane, butane, cyclohexane, mono and di methyl substituted cyclohexane.

Copolymers - Definition - Types - Random, Alternating, Block and Graft copolymers - ABS -
preparation, properties and applications.Kevlar-preparation, properties and applications.Conducting
polymers - Doping -Polyaniline and Polypyrrole - preparation properties and applications. OLED -
Principle, construction and advantages.

Module 5
Water Chemistry and Sewage Water Treatment

Water characteristics - Hardness - Types of hardness- Temporary and Permanent - Disadvantages of
hard water -Units of hardness- ppm and mg/L -Degree of hardness (Numericals) - Estimation of



hardness-EDTA method (Numericals). Water softening methods-lon exchange process-Principle,
procedure and advantages. Reverse osmosis — principle, process and advantages. Municipal water
treatment (brief) - Disinfection methods - chlorination, ozone andUV irradiation.

Dissolved oxygen (DO) -Estimation (only brief procedure-Winkler’'s method), BOD and COD-
definition, estimation (only brief procedure) and significance (Numericals). Sewage water treatment
- Primary, Secondary and Tertiary - Flow diagram -Trickling filter and UASB process.

Text Books
1. B. L. Tembe, Kamaluddin, M. S. Krishnan, “Engineering Chemistry (NPTEL Web-book)”,
2018.
2. P. W. Atkins, “Physical Chemistry”, Oxford University Press, 10" edn., 2014.

Reference Books
1. C.N.Banwell, “Fundamentals of Molecular Spectroscopy”, McGraw-Hill, 4"edn., 1995.
2. Donald L. Pavia, “Introduction to Spectroscopy”, Cengage Learning India Pvt. Ltd., 2015.

3. B.R. Puri, L. R. Sharma, M. S. Pathania, “Principles of Physical Chemistry”, Vishal Publishing
Co., 47" Edition, 2017.

4. H. H. Willard, L. L. Merritt, “Instrumental Methods of Analysis”, CBS Publishers, 7™ Edition,
2005.

5. Ernest L. Eliel, Samuel H. Wilen, “Stereo-chemistry of Organic Compounds”, WILEY, 2008.

6. Raymond B. Seymour, Charles E. Carraher, “Polymer Chemistry: An Introduction”, Marcel
Dekker Inc; 4th Revised Edition, 1996.

7. MuhammedArif, Annette Fernandez, Kavitha P. Nair “Engineering Chemistry”, Owl Books,
2019.

8. Ahad J., “Engineering Chemistry”, Jai Publication, 2019.
9. Roy K. Varghese, “Engineering Chemistry”, Crownplus Publishers, 2019.

10. Soney C. George,Rinolaly Jose, “Text Book of Engineering Chemistry”, S. Chand & Company
Pvt Ltd, 2019.



Course Contents and Lecture Schedule

No Topic No. of
Lectures
(hrs)

1 Electrochemistry and Corrosion 9

1.1 Introduction - Differences between electrolytic and electrochemical cells- Daniel | 2
cell - redox reactions - cell representation. Different types of electrodes (brief) -
Reference electrodes- SHE - Calomel electrode - Glass Electrode - Construction
and Working.

1.2 Single electrode potential — definition - Helmholtz electrical double layer - |3
Determination of E° using calomel electrode. Determination of pH using glass
electrode. Electrochemical series and its applications. Free energy and EMF -
Nernst Equation — Derivation - single electrode and cell (Numericals) -Application
-Variation of emf with temperature.

13 Potentiometric titration - Introduction -Redox titration only. Lithiumion cell - | 2
construction and working. Conductivity- Measurement of conductivity of a
solution (Numericals).

14 Corrosion-Electrochemicalcorrosion — mechanism. Galvanic series- cathodic | 2
protection - electroless plating —Copper and Nickel plating.

2 Spectroscopic Techniques and Applications 9

2.1 Introduction- Types of spectrum - electromagnetic spectrum - molecular energy | 2
levels - Beer Lambert’s law (Numericals).

2.2 UV-Visible Spectroscopy — Principle - Types of electronic transitions - Energy | 2
level diagram of ethane, butadiene, benzene and hexatriene. Instrumentation of
UV-Visible spectrometer and applications.

2.3 IR-Spectroscopy — Principle - Number of vibrational modes -Vibrational energy |2
states of a diatomic molecule and -Determination of force constant of diatomic
molecule (Numericals) —Applications.

2.4 'H NMR spectroscopy — Principle - Relation between field strength and frequency | 3
- chemical shift - spin-spin splitting (spectral problems ) - coupling constant
(definition) - applications of NMR- including MRI (brief).

3 Instrumental Methods and Nanomaterials 9

3.1 Thermal analysis —TGA-  Principle, instrumentation (block diagram) and |2

applications — TGA of CaC,04.H,0 and polymers. DTA-Principle, instrumentation
(block diagram) and applications - DTA of CaC,0,4.H,0.




3.2

Chromatographic methods - Basic principles and applications of column and TLC-
Retention factor.

33

GC and HPLC-Principle, instrumentation (block diagram) - retention time and
applications.

3.4

Nanomaterials - Definition - Classification - Chemical methods of preparation -
Hydrolysis and Reduction - Applications of nanomaterials - Surface
characterisation -SEM — Principle and instrumentation (block diagram).

Stereochemistry and Polymer Chemistry

4.1

Isomerism-Structural, chain, position, functional, tautomerism and matamerism
- Definition with examples - Representation of 3D structures-Newman, Sawhorse,
Wedge and Fischer projection of substituted methane and ethane.
Stereoisomerism - Geometrical isomerism in double bonds and cycloalkanes (cis-
trans and E-Z notations).

4.2

R-S Notation — Rules and examples - Optical isomerism, Chirality, Enantiomers
and Diastereoisomers-Definition with examples.

4.3

Conformational analysis of ethane, butane, cyclohexane, mono and di methyl
substituted cyclohexane.

4.4

Copolymers - Definition - Types - Random, Alternating, Block and Graft
copolymers - ABS - preparation, properties and applications. Kevlar-preparation,
properties and applications. Conducting polymers - Doping -Polyaniline and
Polypyrrole - preparation properties and applications. OLED - Principle,
construction and advantages.

Water Chemistry and Sewage Water Treatment

5.1

Water characteristics - Hardness - Types of hardness- Temporary and Permanent
- Disadvantages of hard water -Units of hardness- ppm and mg/L -Degree of
hardness (Numericals) - Estimation of hardness-EDTA method (Numericals).
Water softening methods-lon exchange process-Principle, procedure and
advantages. Reverse osmosis — principle, process and advantages.

5.2

Municipal water treatment (brief) - Disinfection methods - chlorination, ozone
andUV irradiation.

53

Dissolved oxygen (DO) -Estimation (only brief procedure-Winkler’s method), BOD
and COD-definition, estimation (only brief  procedure) and significance
(Numericals).

5.4

Sewage water treatment - Primary, Secondary and Tertiary - Flow diagram -
Trickling filter and UASB process.
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ENGINEERING CHEMISTRY LAB CATEGORY L|T | P CREDIT

BSC 0oj0 | 2 1

Preamble: To impart scientific approach and to familiarize with the experiments in chemistry relevant

for research projects in higher semesters

Prerequisite: Experiments in chemistry introduced at the plus two levels in schools

Course outcomes: After the completion of the course the students will be able to

co1 Understand and practice different techniques of quantitative chemical analysis to
generate experimental skills and apply these skills to various analyses

co2 Develop skills relevant to synthesize organic polymers and acquire the practical skill to
use TLC for the identification of drugs

cos3 Develop the ability to understand and explain the use of modern spectroscopic
techniques for analysing and interpreting the IR spectra and NMR spectra of some
organic compounds

co4 Acquire the ability to understand, explain and use instrumental techniques for chemical
analysis

Cco5 Learn to design and carry out scientific experiments as well as accurately record and
analyze the results of such experiments

coe6 Function as a member of a team, communicate effectively and engage in further
learning. Also understand how chemistry addresses social, economical and
environmental problems and why it is an integral part of curriculum

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO PO PO

10 11 12
co1 3 2 3
co2 3 3 3
co3 3 3 3
co4 3 3 3
Co5 3 1 3
co6 3 1 3

Mark distribution

Total Marks | CIE ESE ESE

marks | marks Duration(Internal)

100

100 - 1 hour




Continuous Internal Evaluation Pattern:

Attendance : 20 marks
Class work/ Assessment /Viva-voce : 50 marks
End semester examination (Internally by college) : 30 marks

End Semester Examination Pattern: Written Objective Examination of one hour

No vk wnN R

9.

10.
11.
12.
13.

14.
15.
16.

SYLLABUS
LIST OF EXPERIMENTS (MINIMUM 8 MANDATORY)

Estimation of total hardness of water-EDTA method

Potentiometric titration

Determination of cell constant and conductance of solutions.

Calibration of pH meter and determination of pH of a solution

Estimation of chloride in water

Identification of drugs using TLC

Determination of wavelength of absorption maximum and colorimetric estimation of Fe** in
solution

Determination of molar absorptivity of a compound (KMnO, or any water soluble food
colorant)

Synthesis of polymers (a) Urea-formaldehyde resin (b) Phenol-formaldehyde resin
Estimation of iron in iron ore

Estimation of copper in brass

Estimation of dissolved oxygen by Winkler’s method

(a) Analysis of IR spectra (minimum 3 spectra) (b) Analysis of '"H NMR spectra (
minimum 3 spectra)

Flame photometric estimation of Na* to find out the salinity in sand

Determination of acid value of a vegetable oil

Determination of saponification of a vegetable oil

Reference Books

1.

G. Svehla, B. Sivasankar, “Vogel's Qualitative Inorganic Analysis”, Pearson, 2012.

R. K. Mohapatra, “Engineering Chemistry with Laboratory Experiments”, PHI Learning, 2017.
Muhammed Arif, “Engineering Chemistry Lab Manual”, Owl publishers, 2019.

Ahad J., “Engineering Chemistry Lab manual”, Jai Publications, 2019.

Roy K Varghese, “Engineering Chemistry Laboratory Manual”, Crownplus Publishers, 2019.

Soney C George, Rino Laly Jose, “Lab Manual of Engineering Chemistry”, S. Chand &
Company Pvt Ltd, New Delhi, 2019.



PHT ENGINEERING PHYSICS A CATEGORY | L | T | P | CREDIT YEAR OF
100 (FOR CIRCUIT BRANCHES) INTRODUCTION

BSC 3/11]0 4 2019

Preamble: The aim of the Engineering Physics Program is to offer students a solid background in the
fundamentals of Physics and to impart that knowledge in engineering disciplines. The
program is designed to develop scientific attitudes and enable the students to correlate
the concepts of Physics with the core programmes

Prerequisite: Higher secondary level Physics, Mathematical course on vector calculus,
differential equations and linear algebra

Course Outcomes: After the completion of the course the student will be able to

co1 Compute the quantitative aspects of waves and oscillations in engineering systems.

CcO2 Apply the interaction of light with matter through interference, diffraction and identify
these phenomena in different natural optical processes and optical instruments.

co3 Analyze the behaviour of matter in the atomic and subatomic level through the principles of
quantum mechanics to perceive the microscopic processes in electronic devices.

co4 Classify the properties of magnetic materials and apply vector calculus to static magnetic
fields and use Maxwell’s equations to diverse engineering problems

CO5 Analyze the principles behind various superconducting applications, explain the working of
solid state lighting devices and fibre optic communication system

Mapping of course outcomes with program outcomes

PO1 |PO2 |[PO3 |PO4 |PO5 [PO6 |PO7 |PO8 |[PO9 |PO10|PO11|PO12
co1 3 2 1 2 1
co2 3 2 1 2 1
co3 3 2 1 2 1
co4 3 1 1 2 1
Cco5 3 1 1 2 1
Assessment Pattern
Continuous Assessment Tests
Bloom’s Category Test1 Test 2 End Semester Examination
(Marks) (Marks) (Marks)

Remember 15 15 30
Understand 25 25 50
Apply 10 10 20




Analyse

Evaluate

Create

Mark distribution

Total Marks | CIE ESE ESE Duration
marks | marks

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions
Course Outcome 1 (CO1):
1. Explain the effect of damping force on oscillators.
2. Distinguish between transverse and longitudinal waves.

3. (a) Derive an expression for the fundamental frequency of transverse vibration in a
stretched string.

(b) Calculate the fundamental frequency of a string of length 2 m weighing 6 g kept
stretched by a load of 600 kg.

Course Outcome 2 (CO2):
1. Explain colours in thin films.
2. Distinguish between Fresnel and Fraunhofer diffraction.

3. (a) Explain the formation of Newton’s rings and obtain the expression for radii of bright and
dark rings in reflected system. Also explain how it is used to determine the wavelength of
a monochromatic source of light.

(b) A'liquid of refractive index W is introduced between the lens and glass plate.




What happens to the fringe system? Justify your answer.
Course Outcome 3 (CO3):
1. Give the physical significance of wave function ?

2. What are excitons ?

3. (a) Solve Schrodinger equation for a particle in a one dimensional box and obtain its

energy eigen values and normalised wave functions.

(b) Calculate the first three energy values of an electron in a one dimensional box of width

1 A%in electron volt.
Course Outcome 4 (CO4):
1. Compare displacement current and conduction current.
2. Mention any four properties of ferro magnetic materials.

3. (a) Starting from Maxwell’s equations, derive the free space electromagnetic wave
equation and show that velocity of electromagnetic wave is 1/ (o &) *

(b) An electromagnetic wave is described by E = 100 exp 8mi [10 * t — (10 ®z / 3)] V/m.
Find the direction of propagation of the wave,speed of the wave and magnetic flux

density in the wave.
Course Outcome 5 (CO5):
1. Explain the working of a solar cell.
2. Distinguish between Type | and Type Il super conductors.
3. (a) Define numerical aperture and derive an expression for it.

(b) Explain the working of intensity modulated fibre optic sensor.



Model Question paper

QP CODE: PAGES:3

Reg No:

Name :

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY FIRST SEMESTER B.TECH DEGREE EXAMINATION,
MONTH & YEAR

Course Code: PHT 100
Course Name: Engineering Physics A
Max. Marks: 100 Duration: 3 Hours
PART A

Answer all Questions. Each question carries 3 Marks

1. Compare electrical and mechanical oscillators

2. Distinguish between longitudinal and transverse waves

3. Write a short note on antireflection coating.

4. Diffraction of light is not as evident in daily experience as that of sound waves. Give reason.
5. State and explain Heisenberg’s Uncertainty principle. With the help of it explain natural

line broadening.

(92}

. Explain surface to volume ratio of nanomaterials.

7. State Faraday’s laws of electromagnetic induction.

8. Compare displacement current and conduction current

9. List four important applications of superconductors.

10. Give the working principle of LED. (10x3=30)
PART B

Answer any one full question from each module. Each question carries 14 Marks

Module 1



11. (a) Derive the differential equation of damped harmonic oscillator and deduce its
solution.Discuss the cases of over damped, critically damped and under damped cases. (10)

(b) The frequency of a tuning fork is 500 Hz and its Q factor is 7x10* Find the relaxation time.
Also calculate the time after which its energy becomes 1/10 of its initial undamped value.(4)

12. (a) Derive an expression for the velocity of propagation of a transverse wave in a stretched
string. Deduce laws of transverse vibrations. (10)

(b) The equation of transverse vibration of a stretched string is given by y =0.00327 sin (72.1x-
2.72t)m, in which the numerical constants are in S.I units. Evaluate (i) Amplitude (ii) Wavelength
(iii) Frequency and (iv)Velocity of the wave. (4)

Module 2

13.(a)Explain the formation of Newton’s rings and show that the radius of dark ring is
proportional to the square root of natural numbers. How can we use Newton’s rings
experiment to determine the refractive index of a liquid. (10)

(b) Two pieces of plane glass are placed together with a piece of paper between two at one
end. Find the angle of the wedge in seconds if the film is viewed with a monochromatic light of
wavelength 4800A. Given B = 0.0555 cm. (4)

14. (a) Explain the diffraction due to a plane transmission grating. Obtain the grating equation. (10)

(b) A grating has 6000 lines per cm. Find the angular separation of the two yellow lines

of mercury of wavelengths 577 nm and 579 nm in the second order. (4)
Module 3
15.(a) Derive time dependent and independent Schrodinger equations. (10)

(b) An electron is confined to one dimensional potential box of length 2A. Calculate the energies
corresponding to the first and second quantum states in eV. (4)

16.(a) Classify nanomaterials based on dimensionality of quantum confinement and explain the

following nanostructures. (i) nano sheets (ii) nano wires (iii) quantum dots. (10)
(b) Find the de Broglie wavelength of electron whose kinetic energy is 15 eV. (4)
Module 4

17.(a) State Poynting’s Theorem. Calculate the value of Poynting vector at the surface of the sun if
the power radiated by the sun is 3.8 x 10 * W and its radius is 7 X 10  m. (5)



(b) Distinguish between paramagnetic, diamagnetic and ferromagnetic materials. (9)
18.(a) Starting from Maxwell’s Equations, derive electromagnetic wave equations in free space. (10)

(b) If the magnitude of H in a plane wave is 1 A/m, find the magnitude of E in free space. (4)

Module 5
19.(a) Show that superconductors are perfect diamagnets. Distinguish between Type | and
Type Il superconductors with suitable examples. (20)
(b) Write a short note on high temperature superconductors. (4)

20.(a) Define numerical aperture of an optic fibre and derive an expression for the NA of a step
index fibre with a neat diagram. (10)

(b) Calculate the numerical aperture and acceptance angle of a fibre with a core refractive index
of 1.54 and a cladding refractive index of 1.50 when the fibre is inside water of refractive
index 1.33. (4) (14x5=70)



Syllabus

ENGINEERING PHYSICS A
(FOR CIRCUIT BRANCHES)

Module 1

Oscillations and Waves

Harmonic oscillations, Damped harmonic motion-Derivation of differential equation and its solution,
Over damped, Critically damped and Under damped Cases, Quality factor-Expression, Forced
oscillations-Differential Equation-Derivation of expressions for amplitude and phase of forced
oscillations, Amplitude Resonance-Expression for Resonant frequency, Quality factor and Sharpness
of Resonance, Electrical analogy of mechanical oscillators

Wave motion- Derivation of one dimensional wave equation and its solution, Three dimensional
wave equation and its solution (no derivation), Distinction between transverse and longitudinal
waves, Transverse vibration in a stretched string, Statement of laws of vibration

Module 2

Wave Optics

Interference of light-Principle of superposition of waves, Theory of thin films - Cosine law (Reflected
system), Derivation of the conditions of constructive and destructive Interference, Interference due
to wedge shaped films -Determination of thickness and test for optical planeness, Newton’s rings -
Measurement of wavelength and refractive index, Antireflection coatings

Diffraction of light, Fresnel and Fraunhofer classes of diffraction, Diffraction grating-Grating
equation, Rayleigh criterion for limit of resolution, Resolving and Dispersive power of a grating with
expression (no derivation)

Module 3

Quantum Mechanics & Nanotechnology

Introduction for the need of Quantum mechanics, Wave nature of Particles, Uncertainty principle,
Applications-Absence of electrons inside a nucleus and Natural line broadening mechanism,
Formulation of time dependent and independent Schrodinger wave equations-Physical meaning of
wave function, Particle in a one dimensional box- Derivation for normalised wave function and
energy eigen values, Quantum Mechanical Tunnelling (Qualitative)

Introduction to nanoscience and technology, Increase in surface to volume ratio for nanomaterials,
Quantum confinement in one dimension, two dimension and three dimension-Nano sheets, Nano
wires and Quantum dots, Properties of nanomaterials-mechanical, electrical and optical,
Applications of nanotechnology (qualitative ideas)

Module 4
Magnetism & Electro Magnetic Theory

Magnetic field and Magnetic flux density, Gauss’s law for Magnetic flux density, Ampere’s Circuital
law, Faraday’s law in terms of EMF produced by changing magnetic flux, Magnetic permeability and
susceptibility, Classification of magnetic materials-para, dia and ferromagnetic materials



Fundamentals of vector calculus, concept of divergence, gradient and curl along with physical
significance, Line, Surface and Volume integrals, Gauss divergence theorem & Stokes’ theorem,
Equation of continuity, Derivation of Maxwell’s equations in vacuum, Comparison of displacement
current with conduction current. Electromagnetic waves, Velocity of Electromagnetic waves in free
space, Flow of energy and Poynting’s vector (no derivation)

Module 5
Superconductivity & Photonics

Superconducting phenomena, Meissner effect and perfect diamagnetism, Types of superconductors-
Type | and Type Il, BCS Theory (Qualitative), High temperature superconductors-Applications of
super conductivity

Introduction to photonics-Photonic devices-Light Emitting Diode, Photo detectors -Junction and PIN
photodiodes, Solar cells-I-V Characteristics, Optic fibre-Principle of propagation of light, Types of
fibres-Step index and Graded index fibres, Numerical aperture —Derivation, Fibre optic
communication system (block diagram), Industrial, Medical and Technological applications of optical
fibre, Fibre optic sensors-Intensity Modulated and Phase modulated sensors.

Text Books

1. M.N.Avadhanulu, P.G.Kshirsagar,TVS Arun Murthy “A Text book of Engineering Physics”, S.Chand
&Co., Revised Edition 2019

2. H.K.Malik , A.K. Singh, “Engineering Physics” McGraw Hill Education, Second Edition 2017
Reference Books

1. Arthur Beiser, “Concepts of Modern Physics ", Tata McGraw Hill Publications, 6th Edition
2003

2. D.K. Bhattacharya, Poonam Tandon, “Engineering Physics”, Oxford University Press, 2015

3. Md.N.Khan & S.Panigrahi “Principles of Engineering Physics 1&2”, Cambridge University
Press, 2016

4, Aruldhas G., “Engineering Physics”, PHI Pvt. Ltd., 2015

5. Ajoy Ghatak, “Optics”, Mc Graw Hill Education, Sixth Edition, 2017

6. T. Pradeep, “Nano:The Essentials”, McGraw Hill India Ltd, 2007

7. Halliday, Resnick, Walker, “Fundamentals of Physics”, John Wiley & Sons.Inc, 2001

8. David J Griffiths, “Introduction to Electrodynamics”, Addison-Wesley publishing, 3rd Edition,
1999

9. Premlet B., “Advanced Engineering Physics”, Phasor Books,10™ edition,2017

10. |. Dominic and. A. Nahari, “A Text Book of Engineering physics”, Owl Books Publishers,
Revised edition, 2016



Course Contents and Lecture Schedule

No Topic No. of Lectures

1 Oscillations and Waves (9 hours)

1.1 Harmonic oscillations, Damped harmonic motion-Derivation of 2 hrs
differential equation and its solution, Over damped, Critically damped
and Under damped Cases, Quality factor-Expression

1.2 Forced oscillations-Differential Equation-Derivation of expressions for
amplitude and phase of forced oscillations, Amplitude Resonance- 3hrs
Expression for Resonant frequency, Quality factor and Sharpness of
Resonance, Electrical analogy of mechanical oscillators

1.3 Wave motion- Derivation of one dimensional wave equation and its
solution, Three dimensional wave equation and its solution (no
derivation) 2 hrs

1.4 Distinction between transverse and longitudinal waves. Transverse 2 hrs
vibration in a stretched string, Statement of laws of vibration

2 Wave Optics (9 hours)

2.1 Interference of light-Principle of superposition of waves, Theory of thin 2 hrs
films - Cosine law (Reflected system), Derivation of the conditions of
constructive and destructive Interference

2.2 Interference due to wedge shaped films -Determination of thickness 4 hr
and test for optical planeness, Newton’s rings - Measurement of
wavelength and refractive index, Antireflection coatings

2.3 Diffraction of light, Fresnel and Fraunhofer classes of diffraction, 2 hrs
Diffraction grating-Grating equation

2.4 Rayleigh criterion for limit of resolution, Resolving and Dispersive 1hr
power of a grating with expression (no derivation)

3 Quantum Mechanics &Nanotechnology (9hours)

3.1 Introduction for the need of Quantum mechanics, Wave nature of 2 hrs
Particles, Uncertainty principle, Applications-Absence of electrons
inside a nucleus and Natural line broadening mechanism

3.2 Formulation of time dependent and independent Schrodinger wave 4 hrs
equations-Physical Meaning of wave function, Particle in a one
dimensional box- Derivation for normalised wave function and energy
eigen values, Quantum Mechanical Tunnelling (Qualitative)

3.3 Introduction to nanoscience and technology, Increase in surface to 2 hrs
volume ratio for nanomaterials, Quantum confinement in one
dimension, two dimension and three dimension-Nano sheets, Nano
wires and Quantum dots

3.4 Properties of nanomaterials-mechanical, electrical and optical 1 hr
Applications of nanotechnology (qualitative ideas)

4 Magnetism & Electro Magnetic Theory (9 hours)

4.1 Magnetic field and Magnetic flux density, Gauss’s law for Magnetic flux 2 hrs




density, Ampere’s Circuital law, Faraday’s law in terms of EMF
produced by changing magnetic flux

4.2

Explanation for Magnetic permeability and susceptibility Classification
of magnetic materials- para, dia and ferromagnetic materials

1hr

4.3

Fundamentals of vector calculus, concept of divergence, gradient and
curl along with physical significance, Line, Surface and Volume integrals,
Gauss divergence theorem & Stokes’ theorem

2 hrs

4.4

Equation of continuity, Derivation of Maxwell’s equations in vacuum,
Comparison of displacement current with conduction current.
Electromagnetic waves, Velocity of Electromagnetic waves in free
space, Flow of energy and Poynting’s vector (no derivation)

4 hrs

Superconductivity &Photonics (9hours)

Super conducting Phenomena, Meissner effect and perfect
diamagnetism, Types of superconductors-Type | and Type Il

2 hrs

5.2

BCS Theory (Qualitative), High temperature superconductors,
Applications of super conductivity

2 hrs

5.3

Introduction to photonics-Photonic devices-Light Emitting Diode, Photo
detectors -Junction and PIN photodiodes, Solar cells-I-V Characteristics

2 hrs

5.4

Optic fibre-Principle of propagation of light, Types of fibres-Step index
and Graded index fibres, Numerical aperture —Derivation, Fibre optic
communication system (block diagram), Industrial, Medical and
Technological applications of optical fibre, Fibre optic sensors-Intensity
Modulated and Phase modulated sensors

3 hrs
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ENGINEERING PHYSICS B
(FOR NON-CIRCUIT BRANCHES)

Category | L P| CREDIT Year of
Introduction
BSC 3 0 4 2019

Preamble: The aim of the Engineering Physics program is to offer students a solid background in the

fundamentals of Physics and to impart that knowledge in engineering disciplines. The
program is designed to develop scientific attitudes and enable the students to

correlate the concepts of Physics with the core programmes

Prerequisite: Higher secondary level Physics, Mathematical course on vector calculus,

differential equations and linear algebra

Course Outcomes: After the completion of the course the student will be able to

co1 Compute the quantitative aspects of waves and oscillations in engineering systems.

CO2 Apply the interaction of light with matter through interference, diffraction and identify
these phenomena in different natural optical processes and optical instruments.

co3 Analyze the behaviour of matter in the atomic and subatomic level through the principles
of quantum mechanics to perceive the microscopic processes in electronic devices.

co4 Apply the knowledge of ultrasonics in non-destructive testing and use the principles of
acoustics to explain the nature and characterization of acoustic design and to provide a safe
and healthy environment

CO5 Apply the comprehended knowledge about laser and fibre optic communication systems in
various engineering applications

Mapping of course outcomes with program outcomes

PO1 [ PO2 |PO3 |PO4 | PO5 |PO6 (PO7 |PO8 | PO9 | PO PO PO

10 11 12
co1l |3 1 2 1
co2 |3 1 2 1
co3 |3 1 2 1
co4 |3 1 2 1
co5 |3 2 1 2 1

Assessment Pattern

Continuous Assessment Tests
Bloom’s Category Test1 Test 2 End Semester Examination
(Marks) (Marks) (Marks)
Remember 15 15 30
Understand 25 25 50




Apply 10 10 20

Analyse

Evaluate

Create

Mark distribution

Total Marks | CIE ESE ESE Duration
MARKS | MARKS

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions
Course Outcome 1 (CO1):
1. Explain the effect of damping force on oscillators.
2. Distinguish between transverse and longitudinal waves.
3. (a) Derive an expression for the fundamental frequency of transverse vibration in a
stretched string.
(b) Calculate the fundamental frequency of a string of length 2 m weighing 6 g kept
stretched by a load of 600 kg.

Course Outcome 2 (CO2):
1. Explain colours in thin films.
2. Distinguish between Fresnel and Fraunhofer diffraction.

3. (a) Explain the formation of Newton’s rings and obtain the expression for radii of bright
and dark rings in reflected system. Also explain how it is used to determine the
wavelength of a monochromatic source of light.

(b) A liquid of refractive index W is introduced between the lens and glass plate. What
happens to the fringe system? Justify your answer.

Course Outcome 3 (CO3):

1. Give the physical significance of wave function?




2. What are excitons ?
3. (a) Solve Schrodinger equation for a particle in a one dimensional box and obtain its energy
eigen values and normalised wave functions.
(b) Calculate the first three energy values of an electron in a one dimensional box of width
1 A%in electron volt.

Course Outcome 4 (CO4):
1. Explain reverberation and reverberation time.
2. How ultrasonic waves are used in non-destructive testing.
3. (a) With a neat diagram explain how ultrasonic waves are produced by a piezoelectric
oscillator.
(b) Calculate frequency of ultrasonic waves that can be produced by a nickel rod of length 4
cm. (Young’s Modulus = 207 G Pa, Density = 8900 Kg /m°)

Course Outcome 5 (CO 5):
1. Distinguish between spontaneous emission and stimulated emission.
2. Explain optical resonators.
3. (a) Explain the construction and working of Ruby Laser.
(b) Calculate the numerical aperture and acceptance angle of a fibre with a core refractive
index of 1.54 and a cladding refractive index of 1.50 when the fibre is inside water of
refractive index 1.33.
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PART A

Answer all Questions. Each question carries 3 Marks
1. Compare electrical and mechanical oscillators.
2. Distinguish between longitudinal and transverse waves.
3. Write a short note on antireflection coating.
4. Diffraction of light is not as evident in daily experience as that of sound waves. Give reason.
5. State and explain Heisenberg’s Uncertainty principle. With the help of it explain natural
line broadening.

6. Explain surface to volume ratio of nanomaterials.
7. Define sound intensity level. Give the values of threshold of hearing and threshold of pain.
8. Describe the method of non-destructive testing using ultra sonic waves
9. Explain the condition of population inversion
10. Distinguish between step index and graded index fibre. (10x3=30)

PART B

Answer any one full question from each module. Each question carries 14 Marks
Module 1

11. (a) Derive the differential equation of damped harmonic oscillator and deduce its
solution. Discuss the cases of over damped, critically damped and under damped
cases. (10)



(b) The frequency of a tuning fork is 500 Hz and its Q factor is 7x10* Find the relaxation
time. Also calculate the time after which its energy becomes 1/10 of its initial
undamped value. (4)

12. (a) Derive an expression for the velocity of propagation of a transverse wave ina  stretched
string. Deduce laws of transverse vibrations. (10)

(b) The equation of transverse vibration of a stretched string is given by y =0.00327 sin
(72.1x-2.72t ) m, in which the numerical constants are in S.I units. Evaluate (i)
Amplitude (ii) Wavelength (iii) Frequency and (iv) Velocity of the wave. (4)

Module 2

13. (a) Explain the formation of Newton’s rings and show that the radius of dark ring is
proportional to the square root of natural numbers. How can we use Newton’s rings
experiment to determine the refractive index of a liquid? (10)

(b) Two pieces of plane glass are placed together with a piece of paper between two at
one end. Find the angle of the wedge in seconds if the film is viewed with a
monochromatic light of wavelength 4800A. Given B = 0.0555 cm. (4)

14. (a) Explain the diffraction due to a plane transmission grating. Obtain the grating equation.

(10)
(b) A grating has 6000 lines per cm. Find the angular separation of the two yellow lines
of mercury of wavelengths 577 nm and 579 nm in the second order. (4)
Module 3
15. (a) Derive time dependent and independent Schrodinger equations. (10)

(b) An electron is confined to one dimensional potential box of length 2A. Calculate the
energies corresponding to the first and second quantum states in eV. (4)

16. (a) Classify nanomaterials based on dimensionality of quantum confinement and explain  the

following nanostructures. (i) nano sheets (ii) nano wires (iii) quantum dots. (10)
(b) Find the de Broglie wavelength of electron whose kinetic energy is 15 eV. (4)
Module 4
17. (a) Explain reverberation and reverberation time? What is the significance of

Reverberation time. Explain the factors affecting the acoustics of a building and their
corrective measures? (10)
(b) The volume of a hall is 3000 m®. It has a total absorption of 100m?” sabine. If the hall is filled
with audience who add another 80 m?sabine, then find the difference in reverberation time. (4)

18. (a) With a neat diagram explain how ultrasonic waves are produced by piezoelectric
oscillator. Also discuss the piezoelectric method of detection of ultrasonic waves. (10)



(b) An ultrasonic source of 0.09 MHz sends down a pulse towards the sea bed which
returns after 0.55 sec. The velocity of sound in sea water is 1800 m/s. Calculate the

depth of the sea and the wavelength of the pulse. (4)
Module 5

19. (a) Outline the construction and working of Ruby laser. (8)

(b) What is the principle of holography? How is a hologram recorded? (6)

20. (a) Define numerical aperture of an optic fibre and derive an expression for the NA of a step
index fibre with a neat diagram. (20)

(b) An optical fibore made with core of refractive index 1.5 and cladding with a fractional
index difference of 0.0006. Find refractive index of cladding and numerical aperture. (4)

(14x5=70)



SYLLABUS
ENGINEERING PHYSICS B (FOR NON-CIRCUIT BRANCHES)

Module 1

Oscillations and Waves

Harmonic oscillations, Damped harmonic motion-Derivation of differential equation and its solution,
Over damped, Critically damped and Under damped Cases, Quality factor-Expression, Forced
oscillations-Differential Equation-Derivation of expressions for amplitude and phase of forced
oscillations, Amplitude Resonance-Expression for Resonant frequency, Quality factor and Sharpness
of Resonance, Electrical analogy of mechanical oscillators

Wave motion- Derivation of one dimensional wave equation and its solution, Three dimensional
wave equation and its solution (no derivation), Distinction between transverse and longitudinal
waves, Transverse vibration in a stretched string, Statement of laws of vibration

Module 2

Wave Optics

Interference of light-Principle of superposition of waves, Theory of thin films - Cosine law (Reflected
system), Derivation of the conditions of constructive and destructive Interference, Interference due
to wedge shaped films -Determination of thickness and test for optical planeness, Newton’s rings -
Measurement of wavelength and refractive index, Antireflection coatings

Diffraction of light, Fresnel and Fraunhofer classes of diffraction, Diffraction grating-Grating
equation, Rayleigh criterion for limit of resolution, Resolving and Dispersive power of a grating with
expression (no derivation)

Module 3

Quantum Mechanics & Nanotechnology

Introduction for the need of Quantum mechanics, Wave nature of Particles, Uncertainty principle,
Applications-Absence of electrons inside a nucleus and Natural line broadening Mechanism,
Formulation of time dependent and independent Schrodinger wave equations-Physical Meaning of
wave function, Particle in a one dimensional box- Derivation for normalised wave function and
energy eigen values, Quantum Mechanical Tunnelling (Qualitative)

Introduction to nanoscience and technology, Increase in surface to volume ratio for nanomaterials,
Quantum confinement in one dimension, two dimension and three dimension-Nano sheets, Nano
wires and Quantum dots, Properties of nanomaterials-mechanical, electrical and optical,
Applications of nanotechnology (qualitative ideas)

Module 4

Acoustics & Ultrasonics

Acoustics, Classification of sound-Musical sound-Noise, Characteristics of Musical Sounds-Pitch or
frequency-Loudness or Intensity-Measurement of Intensity level-Decibel-Quality or timbre,
Absorption coefficient, Reverberation-Reverberation time-Significance- Sabine’s formula (no
derivation), Factors affecting architectural acoustics and their remedies

Ultrasonics-Production- Magnetostriction effect and Piezoelectric effect, Magnetostriction oscillator
and Piezoelectric oscillator —Working, Detection of ultrasonic waves - Thermal and Piezoelectric



methods, Ultrasonic diffractometer- Expression for the velocity of ultrasonic waves in a liquid ,
Applications of ultrasonic waves -SONAR,NDT and Medical

Module 5

Laser and Fibre optics

Properties of laser, Absorption and emission of radiation, Spontaneous and stimulated emission,
Einstein’s coefficients (no derivation), Population inversion, Metastable states, basic components of
laser, Active medium, Pumping mechanism, Optical resonant cavity, working principle, Construction
and working of Ruby laser and Helium neon laser ,Construction and working of semiconductor
laser(Qualitative) ,Applications of laser, Holography, Difference between hologram and photograph,
Recording of hologram and reconstruction of image, Applications

Optic fibre-Principle of propagation of light, Types of fibres-Step index and Graded index fibres,
Numerical aperture —Derivation, Fibre optic communication system (block diagram), Industrial,
Medical and Technological applications, Fibre optic sensors-Intensity Modulated and Phase
modulated sensors

Text Books
1. M.N.Avadhanulu, P.G.Kshirsagar,TVS Arun Murthy “A Text book of Engineering Physics”, S.Chand
&Co., Revised Edition, 2019.

2. H.K.Malik , A.K. Singh, “Engineering Physics” McGraw Hill Education, Second Edition, 2017.
Reference Books
1.  Arthur Beiser, “Concepts of Modern Physics ", Tata McGraw Hill Publications, 6th Edition 2003
2. D.K. Bhattacharya, Poonam Tandon, “Engineering Physics”, Oxford University Press, 2015

3.  Md.N.Khan & S.Panigrahi “Principles of Engineering Physics 1&2”, Cambridge University Press,
2016

4. Aruldhas G., “Engineering Physics”, PHI Pvt. Ltd., 2015

5. Ajoy Ghatak, “Optics”, Mc Graw Hill Education, Sixth Edition, 2017

6. T.Pradeep, “Nano:The Essentials’”’, McGraw Hill India Ltd, 2007

7. B.B.Llaud, “Lasers and Non linear optics”, New age International Publishers, 2nd Edition ,2005
8. Premlet B., “Advanced Engineering Physics”, Phasor Books,10™ edition ,2017

9. |. Dominic and. A. Nahari, “A Text Book of Engineering physics”, Owl Books Publishers, Revised
edition, 2016



Course Contents and Lecture Schedule

No Topic No. of Lectures

1 Oscillations and Waves ( 9 hours)

1.1 Harmonic oscillations, Damped harmonic motion-Derivation of 2 hrs
differential equation and its solution, Over damped, Critically damped
and Under damped Cases, Quality factor-Expression

1.2 Forced oscillations-Differential Equation-Derivation of expressions for
amplitude and phase of forced oscillations, Amplitude Resonance- 3hrs
Expression for Resonant frequency, Quality factor and Sharpness of
Resonance, Electrical analogy of mechanical oscillators

1.3 Wave motion- Derivation of one dimensional wave equation and its
solution, Three dimensional wave equation and its solution (no
derivation) 2 hrs

1.4 Distinction between transverse and longitudinal waves, Transverse 2 hrs
vibration in a stretched string, Statement of laws of vibration

2 Wave Optics (9 hours)

2.1 Interference of light-Principle of superposition of waves, Theory of thin 2 hrs
films - Cosine law (Reflected system), Derivation of the conditions of
constructive and destructive Interference

2.2 Interference due to wedge shaped films -Determination of thickness 4 hrs
and test for optical planeness, Newton’s rings - Measurement of
wavelength and refractive index, Antireflection coatings

2.3 Diffraction of light, Fresnel and Fraunhofer classes of diffraction, 2 hrs
Diffraction grating-Grating equation

2.4 Rayleigh criterion for limit of resolution, Resolving and Dispersive 1hr
power of a grating with expression (no derivation)

3 Quantum Mechanics &Nanotechnology (9hours)

3.1 Introduction for the need of Quantum mechanics, Wave nature of 2 hrs
Particles, Uncertainty principle, Applications-Absence of electrons
inside a nucleus and Natural line broadening mechanism

3.2 Formulation of time dependent and independent Schrodinger wave 4 hrs
equations-Physical Meaning of wave function, Particle in a one
dimensional box- Derivation for normalised wave function and energy
eigen values, Quantum Mechanical Tunnelling (Qualitative)

3.3 Introduction to nanoscience and technology, Increase in surface to 2 hrs
volume ratio for nanomaterials, Quantum confinement in one
dimension, two dimension and three dimension-Nano sheets, Nano
wires and Quantum dots

3.4 Properties of nanomaterials-mechanical, electrical and optical 1 hr
Applications of nanotechnology (qualitative ideas)

4 Acoustics & Ultrasonics (9hrs)

4.1 Acoustics, Classification of sound-Musical sound-Noise, Characteristics 3 hrs




of Musical Sounds-Pitch or frequency-Loudness or Intensity-
Measurement of Intensity level-Decibel-Quality or timbre, Absorption
coefficient, Reverberation-Reverberation time-Significance- Sabine’s
formula (no derivation)

4.2

Factors affecting architectural acoustics and their remedies

1hr

4.3

Ultrasonics-Production- Magnetostriction effect and Piezoelectric
effect, Magnetostriction oscillator and Piezoelectric oscillator —
Working, Detection of ultrasonic waves - Thermal and Piezoelectric
methods

3hrs

4.4

Ultrasonic diffractometer- Expression for the velocity of ultrasonic
waves in a liquid ,Applications of ultrasonic waves -SONAR,NDT and
Medical.

2 hr

Laser and Fibre optics ( 9hours)

5.1

Properties of laser, Absorption and emission of radiation, Spontaneous
and stimulated emission, Einstein’s coefficients (no derivation),
Population inversion, Metastable states, basic components of laser,
Active medium, Pumping mechanism, Optical resonant cavity, working
principle

2 hrs

5.2

Construction and working of Ruby laser and Helium neon laser
,Construction and working of semiconductor laser(Qualitative)
Applications of laser

3 hrs

5.3

Holography, Difference between hologram and photograph, Recording
of hologram and reconstruction of image, Applications

1hr

5.4

Optic fibre-Principle of propagation of light, Types of fibres-Step index
and Graded index fibres, Numerical aperture —Derivation, Fibre optic
communication system (block diagram), Industrial, Medical and
Technological applications, Fibre optic sensors-Intensity Modulated and
Phase modulated sensors

3 hrs
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ENGINEERING
PHYSICS LAB

CATEGORY L [T |P CREDIT YEAR OF
INTRODUCTION
BSC 0|0 1 2019

Preamble: The aim of this course is to make the students gain practical knowledge to co-relate with

Prerequisite: Higher secondary level Physics

the theoretical studies and to develop practical applications of engineering materials
and use the principle in the right way to implement the modern technology.

Course Outcomes: After the completion of the course the student will be able to

co1 Develop analytical/experimental skills and impart prerequisite hands on experience for

engineering laboratories

co2 Understand the need for precise measurement practices for data recording

co3

comparison of results with theoretical calculations

Understand the principle, concept, working and applications of relevant technologies and

co4 Analyze the techniques and skills associated with modern scientific tools such as lasers and

fiber optics

CO5 Develop basic communication skills through working in groups in performing the laboratory

experiments and by interpreting the results

Mapping of course outcomes with program outcomes

PO1 [ PO2 | PO3 |PO4 |PO5 (PO6 [PO7 |[PO8 [PO9 |PO10 PO11 | PO12

co1l |3 3 1 2 1
co2 |3 3 1 2 1
co3 |3 3 1 2 1
co4 |3 3 1 2 1
CO5 |3 3 1 2 1
Mark distribution

Total Marks | CIE ESE ESE

Marks | Marks

Duration(Internal)

100

100 -

1 hour




A T o

8.
9.

Continuous Internal Evaluation Pattern:

Attendance : 20 marks
Class work/ Assessment /Viva-voce : 50 marks
End semester examination (Internally by college) : 30 marks

End Semester Examination Pattern: Written Objective Examination of one hour

SYLLABUS
LIST OF EXPERIMENTS

(Minimum 8 experiments should be completed)

CRO-Measurement of frequency and amplitude of wave forms

Measurement of strain using strain gauge and wheatstone bridge

LCR Circuit — Forced and damped harmonic oscillations

Melde’s string apparatus- Measurement of frequency in the transverse and longitudinal mode

Wave length measurement of a monochromatic source of light using Newton’s Rings method.
Determination of diameter of a thin wire or thickness of a thin strip of paper using air wedge
method.

To measure the wavelength using a millimeter scale as a grating.

Measurement of wavelength of a source of light using grating.

Determination of dispersive power and resolving power of a plane transmission grating

10.Determination of the particle size of lycopodium powder

11.Determination of the wavelength of He-Ne laser or any standard laser using diffraction grating

12.Calculate the numerical aperture and study the losses that occur in optical fiber cable.

13.1-V characteristics of solar cell.
14.LED Characteristics.

15.Ultrasonic Diffractometer- Wavelength and velocity measurement of ultrasonic waves in a liquid

16.Deflection magnetometer-Moment of a magnet- Tan A position.

Reference books

1. S.L.Gupta and Dr.V.Kumar, “Practical physics with viva voice”, Pragati PrakashanPublishers, Revised

Edition, 2009

2. M.N.Avadhanulu, A.A.Dani and Pokely P.M, “Experiments in Engineering Physics”, S.Chand&Co0,2008

3. S. K. Gupta, “Engineering physics practicals”, Krishna Prakashan Pvt. Ltd., 2014

4. P. R. Sasikumar “Practical Physics”, PHI Ltd., 2011.
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HUN LIFE SKILLS

CATEGORY T |P | CREDIT | YEAR OF
INTRODUCTION
MNC 0|2 |- 2019

Preamble: Life skills are those competencies that provide the means for an individual to be

resourceful and positive while taking on life's vicissitudes. Development of one's personality by being

aware of the self, connecting with others, reflecting on the abstract and the concrete, leading and

generating change, and staying rooted in time-tested values and principles is being aimed at. This

course is designed to enhance the employability and maximize the potential of the students by

introducing them to the principles that underly personal and professional success, and help them

acquire the skills needed to apply these principles in their lives and careers.

Prerequisite: None

Course Outcomes: After the completion of the course the student will be able to

co1 Define and Identify different life skills required in personal and professional life

co2 Develop an awareness of the self and apply well-defined technigues to cope with emotions
and stress.

co3 Explain the basic mechanics of effective communication and demonstrate these through

presentations.

co4 Take part in group discussions

Ccos Use appropriate thinking and problem solving techniques to solve new problems

CO6 Understand the basics of teamwork and leadership

Mapping of course outcomes with program outcomes

PO1

PO 2

PO 3

PO4 | PO5

PO 6

PO 7

PO 8

PO 9

PO
10

PO
11

PO
12

co1

co2

cos3

co4

cos5

co6

Mark distribution

Total Marks

CIE

ESE

ESE Duration

100

50

50

2 hours




Continuous Internal Evaluation
Total Marks: 50

Attendance : 10 marks
Regular assessment : 15 marks
Series test (one test only, should include first three modules)  : 25 marks

Regular assessment

» Group Discussion (Marks: 9)
Create groups of about 6 students each and engage them on a GD on a suitable topic
for about 20 minutes. Parameters to be used for evaluation are as follows:

e Communication Skills : 3 marks
e Subject Clarity : 2 marks
e  Group Dynamics : 2 marks
e Behaviours & Mannerisms : 2 marks

> Presentation Skills (Marks: 6)
Identify a suitable topic and ask the students to prepare a presentation (preferably a
power point presentation) for about 10 minutes. Parameters to be used for
evaluation are as follows:

e Communication Skills : 2 marks
e Platform Skills : 2 marks
e Subject Clarity/Knowledge : 2 marks

End Semester Examination
Total Marks: 50 Time: 2 hrs.

Part A: Short answer question (25 marks)

There will be one question from each MODULE (five questions in total, five marks each). Each
question should be written in about maximum of 400 words. Parameters to be used for evaluation
are as follows:

(i) Content Clarity/Subject Knowledge

(i) Presentation style
(iii) Organization of content

Part B: Case Study (25 marks)

The students will be given a case study with questions at the end. The students have to analyze the
case and answer the question at the end. Parameters to be used for evaluation are as follows:

(i) Analyze the case situation

(i) Key players/characters of the case

(iii) Identification of the problem (both major & minor if exists)
(iv) Bring out alternatives

(v) Analyze each alternative against the problem

(vi) Choose the best alternative

(vii) Implement as solution

(viii) Conclusion



(ix) Answer the question at the end of the case

Course Level Assessment Questions
Course Outcome 1 (CO1):
1. List 'life skills' as identified by WHO
2. What do you mean by effective communication?
3. What are the essential life skills required by a professional?
Course Outcome 2 (CO2)
1. Identify an effective means to deal with workplace stress.
2. How can a student apply journaling to stress management?
3. What is the PATH method? Describe a situation where this method can be used effectively.
Course Outcome 3(CO3):

1. Identify the communication network structure that can be observed in the given situations.
Describe them.

(a) A group discussion on development.

(b) An address from the Principal regarding punctuality.

(c) A reporter interviewing a movie star.

(d) Discussing the answers of a test with a group of friends.
2. Elucidate the importance of non-verbal communication in making a presentation
3. Differentiate between kinesics, proxemics, and chronemics with examples.

Course Outcome 4 (COA4):

1. How can a participant conclude a group discussion effectively?

2. 'Listening skills are essential for effectively participating in a group discussion." Do you
agree? Substantiate your answer.

Course Outcome 5 (CO5):
1. lllustrate the creative thinking process with the help of a suitable example

2. Translate the following problem from verbal to graphic form and find the solution : In a quiz,
Ananth has 50 points more than Bimal, Chinmay has 60 points less than Ananth, and Dharini
is 20 points ahead of Chinmay. What is the difference in points between Bimal and Dharini?



3. List at least five ways in which the problem "How to increase profit?" can be redefined
Course Outcome 6 (CO6):

1. A group of engineers decided to brainstorm a design issue on a new product. Since no one
wanted to disagree with the senior members, new ideas were not flowing freely. What
group dynamics technique would you suggest to avoid this 'groupthink'? Explain the
procedure.

2. “Agroup focuses on individual contribution, while a team must focus on synergy.” Explain.
3. Identify the type of group formed / constituted in each of the given situations

a) A Police Inspector with subordinates reporting to him

b) An enquiry committee constituted to investigate a specific incident

c¢) The Accounts Department of a company

d) A group of book lovers who meet to talk about reading

Syllabus
Module 1

Overview of Life Skills: Meaning and significance of life skills, Life skills identified by WHO: Self-
awareness, Empathy, Critical thinking, Creative thinking, Decision making, problem solving, Effective
communication, interpersonal relationship, coping with stress, coping with emotion.

Life skills for professionals: positive thinking, right attitude, attention to detail, having the big
picture, learning skills, research skills, perseverance, setting goals and achieving them, helping
others, leadership, motivation, self-motivation, and motivating others, personality development, I1Q,
EQ, and SQ

Module 2

Self-awareness: definition, need for self-awareness; Coping With Stress and Emotions, Human
Values, tools and techniques of SA: questionnaires, journaling, reflective questions, meditation,
mindfulness, psychometric tests, feedback.

Stress Management: Stress, reasons and effects, identifying stress, stress diaries, the four A's of
stress management, techniques, Approaches: action-oriented, emotion-oriented, acceptance-
oriented, resilience, Gratitude Training,

Coping with emotions: Identifying and managing emotions, harmful ways of dealing with emotions,
PATH method and relaxation techniques.



Morals, Values and Ethics: Integrity, Civic Virtue, Respect for Others, Living Peacefully. Caring,
Sharing, Honesty, Courage, Valuing Time, Time management, Co operation, Commitment, Empathy,
Self-Confidence, Character, Spirituality, Avoiding Procrastination, Sense of Engineering Ethics.

Module 3

21% century skills: Creativity, Critical Thinking, Collaboration, Problem Solving, Decision Making,
Need for Creativity in the 21st century, Imagination, Intuition, Experience, Sources of Creativity,
Lateral Thinking, Myths of creativity, Critical thinking Vs Creative thinking, Functions of Left Brain &
Right brain, Convergent & Divergent Thinking, Critical reading & Multiple Intelligence.

Steps in problem solving: Problem Solving Techniques, Six Thinking Hats, Mind Mapping, Forced
Connections. Analytical Thinking, Numeric, symbolic, and graphic reasoning. Scientific temperament
and Logical thinking.

Module 4

Group and Team Dynamics: Introduction to Groups: Composition, formation, Cycle, thinking,
Clarifying expectations, Problem Solving, Consensus, Dynamics techniques, Group vs Team, Team
Dynamics, Virtual Teams. Managing team performance and managing conflicts, Intrapreneurship.

Module 5

Leadership: Leadership framework, entrepreneurial and moral leadership, vision, cultural
dimensions. Growing as a leader, turnaround leadership, managing diverse stakeholders, crisis
management. Types of Leadership, Traits, Styles, VUCA Leadership, Levels of Leadership,
Transactional vs Transformational Leaders, Leadership Grid, Effective Leaders.

Lab Activities
Verbal

Effective communication and Presentation skills.

Different kinds of communication; Flow of communication; Communication networks, Types of
barriers; Miscommunication

Introduction to presentations and group discussions.

Learning styles: visual, aural, verbal, kinaesthetic, logical, social, solitary; Previewing, KWL table,
active listening, REAP method

Note-taking skills: outlining, non-linear note-taking methods, Cornell notes, three column note
taking.

Memory techniques: mnemonics, association, flashcards, keywords, outlines, spider diagrams and
mind maps, spaced repetition.

Time management: auditing, identifying time wasters, managing distractions, calendars and
checklists; Prioritizing - Goal setting, SMART goals; Productivity tools and apps, Pomodoro technique.

Non Verbal:

Non-verbal Communication and Body Language: Forms of non-verbal communication; Interpreting
body-language cues; Kinesics; Proxemics; Chronemics; Effective use of body language,
Communication in a multi cultural environment.



Reference Books

1.
2.

8.
9.

10.
11.

12.

Shiv Khera, You Can Win, Macmillan Books, New York, 2003.

Barun K. Mitra, “Personality Development & Soft Skills”, Oxford Publishers, Third impression,
2017.

ICT Academy of Kerala, "Life Skills for Engineers", McGraw Hill Education (India) Private Ltd.,
2016.

Caruso, D. R. and Salovey P, “The Emotionally Intelligent Manager: How to Develop and Use
the Four Key Emotional Skills of Leadership”, John Wiley & Sons, 2004.

Kalyana, “Soft Skill for Managers”; First Edition; Wiley Publishing Ltd, 2015.

Larry James, “The First Book of Life Skills”; First Edition, Embassy Books, 2016.

Shalini Verma, “Development of Life Skills and Professional Practice”; First Edition; Sultan
Chand (G/L) & Company, 2014.

Daniel Goleman, "Emotional Intelligence"; Bantam, 2006.

Remesh S., Vishnu R.G., "Life Skills for Engineers", Ridhima Publications, First Edition, 2016.
Butterfield Jeff, “Soft Skills for Everyone”, Cengage Learning India Pvt Ltd; 1 edition, 2011.
Training in Interpersonal Skills: Tips for Managing People at Work, Pearson Education, India;
6 edition, 2015.

The Ace of Soft Skills: Attitude, Communication and Etiquette for Success, Pearson
Education; 1 edition, 2013.
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LINEAR ALGEBRA AND CALCULUS

CATEGORY L| T| P| CREDIT Year of
Introduction
BSC 3/1/0 4 2019

Preamble: This course introduces students to some basic mathematical ideas and tools which are at

the core of any engineering course. A brief course in Linear Algebra familiarises students with some

basic techniques in matrix theory which are essential for analysing linear systems. The calculus of

functions of one or more variables taught in this course are useful in modelling and analysing

physical phenomena involving continuous change of variables or parameters and have applications

across all branches of engineering.

Prerequisite: A basic course in one-variable calculus and matrix theory.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | solve systems of linear equations, diagonalize matrices and characterise quadratic forms

CO 2 | compute the partial and total derivatives and maxima and minima of multivariable functions

CO 3 | compute multiple integrals and apply them to find areas and volumes of geometrical shapes,
mass and centre of gravity of plane laminas

CO4 | perform various tests to determine whether a given series is convergent, absolutely
convergent or conditionally convergent

CO5 | determine the Taylor and Fourier series expansion of functions and learn their applications.

Mapping of course outcomes with program outcomes

PO |PO2 |PO3 |PO4 |[PO5 |PO6 |PO |PO8 |PO9 |PO10 |PO11 |PO12
1 7
cCo1l |3 3 3 3 2 1 1 2 2
co2 |3 3 3 3 2 1 1 2 2
co3 |3 3 3 3 2 1 1 2 2
co4 |3 2 3 2 1 1 1 2 2
Co5 |3 3 3 3 2 1 1 2 2
Assessment Pattern
Bloom’s Category Continuous Assessment Tests End Semester
Test 1 Test 2 Examination
(Marks) (Marks) (Marks)
Remember 10 10 20
Understand 20 20 40
Apply 20 20 40
Analyse
Evaluate
Create




Mark distribution

Total Marks | CIE ESE ESE Duration
marks | marks

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

Assignments: Assignment should include specific problems highlighting the applications of the
methods introduced in this course in science and engineering.

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Solve systems of linear equations, diagonalize matrices and characterise
guadratic forms

X
1. Aisareal matrix of order 3 X 3and X = [y] What can you say about the solution of AX =
z
Oif rank of Alis 1? 2 ?3?
3 0 2
2. GivenA=| 0 2 0], find an orthogonal matrix Pthat diagonalizes A.
-2 0 O

3. Find out what type of conic section the following quadratic form represents

17x% — 30x,x, + 17x2 = 128

-2 2 =3
4. The matrix A = [ 2 1 —6lhas an eigen value5 with corresponding Eigen vectorX =
-1 -2 0
1
2 l Find A5X
-1

Course Outcome 2 (CO2): compute the partial and total derivatives and maxima and minima of
multivariable functions

1. Find the slope of the surface z = x2y + 5y3in the x-direction at the point (1,-2)



2. Given the function w = xy + z, use chain rule to find the instantaneous rate of change of
wat each point along the curve x = cost,y = sint,z =1t

3. Determine the dimension of rectangular box open at the top , having a volume 32 cubic ft
and requiring the least amount of material for it’s construction.

Course Outcome 3(CO3): compute multiple integrals and apply them to find areas and volumes of
geometrical shapes, mass and centre of gravity of plane laminas.

1. Evaluate ffD(x + 2y) DAwhere D is the region bounded by the parabolas y = 2x?and
y=1+x?

2. Explain how you would find the volume under the surface z = f(x, y)and over a specific
region Din the xyplane using (i) double integral (ii) triple integral?

3. Find the mass and centre of gravity of a triangular lamina with vertices (0,0), (2,1), (0,3) if
the density functionis f(x,y) = x +y

4. Use spherical coordinates to evaluate [ff,(x? + y* +z?)° dVwhere B is the unit ball
defined by B = {(x,y,2):x% + y* + z? < 1}

Course Outcome 4 (CO4): perform various tests to determine whether a given series is convergent,
absolutely convergent or conditionally convergent.

1. Whatis the difference between a sequence and a series and when do you say that they are
convergent? Divergent?

Nn=oco

2. Determine whether the series Y p=7 Py )

converges or diverges.

_4yn-1
3. Isthe series Eﬁzi"( 17)1 convergent? Absolutely convergent? Conditionally convergent?

Course Outcome 5 (CO5): determine the Taylor and Fourier series expansion of functions and learn
their applications.

1. Assuming the possibility of expansion find the Maclaurin series expansion of
f(x) = (1 + x)*for|x| < 1where kis any real number. What happens if kis a positive
integer?

2. Use Maclaurin series of In(1 + x), —1 < x < 1to find an approximate value ofin2.

3. Find the Fourier series of the functionf (x) = x?,—2 < x < 2, f(x + 4) = f(x). Hence

. ,o . 1 1 4
using Parseval’s identity prove that 1 + i + 7 + .. = Z—O

4. Expand the function f(x) = x (0 < x < 1/2) into a (i) Fourier sine series (ii) Fourier cosine

series.
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10.

LINEAR ALGEBRA AND CALCULUs
(2019-Scheme)
(Common to all branches)
PART A

(Answer all questions, each question carries 3 marks)

1 2 -1
Determine the rank of the matrix A = [—2 —4 2].

3 6 -3
Write down the eigen values of = [S _01] What are the eigen values of P"1AP where

-4 2
= ?
P=[3 A
Find £, (1,3) and £, (1,3) for the function f(x,y) = 2x3y? + 2y + 4x.
2 2

Show that the function u(x,t) = sin (x — ct) is a solution of the equation ZTZ = c? %

Use double integral to find the area of the region enclosed between the parabolas y = %xz

and the line y = 2x.
Use polar coordinates to evaluate the area of the region bounded by x? + y? = 4, the line

y = x and the y axis in the first quadrant

1 o Dol
Test the convergence of the series ZkZlm 2

Test the convergence of the alternating series 2?21(—1)"“% using Leibnitz test.

. . ; : 1
Find the Taylor series expansion of sinmxaboutx = 7

Find the values to which the Fourier series of

f(x) = xfor—m < x < m, with f(x + 2m) = f(x) converges (10x3=30)



PART B

(Answer one full question from each module, each question carries 14 marks)

Module -1
11. (a) Solve the following system of equations
y+z—-2w=0

2x —3y—3z+ 6w =2
dx+y+z—-2w=4

=2 |2 ==3

(b) Find the eigen values and eigen vectors of the matrix [ 2 1 —6]

-1 -2 0
-1 2§ =2
12. (a) Diagonalize the matrix[ 2 4 1]
2 1 4

(b) What kind of conic section the quadratic form3x# + 22x;x, + 3x2 = 0 represents?
Transform it to principal axes.
Module - I

13. (a) Find the local linear approximation to f(x,y) = 1/x2 + y2 at the point (3,4).Use it to
approximate f(3.04,3.98)

(b) Letw = \/x? + y%2 + z2, x = cosO,y = sinf,z = tan. Use chain rule to find Z—:when
T
6= -
14. (a) Let z = f(x,y) where x = rcosf,y = rsin6, prove that
az\?2 9z\2 az\?2 1 (922
(=) UV
(b) Locate all relative maxima, relative minima and saddle points
3 3
flx,y) = xy+a7+b7(a # 0,b # 0).
Module - 1lI
15. (a) Evaluate [f) (2x*y + 9y°) dxdy where D is the region bounded by y = %x andy = 2vx

(b) Evaluate f04 ij e*’ dxdy changing the order of integration.
16. (a) Find the volume of the solid bounded by the cylinder x2 + y? = 4 and the planes
y+z=4 and z=0.
(b) Evaluate [[f /1 — x2 — y2 — z2 dxdydz, taken throughout the volume of
the sphere x2 + y? + z2 = 1, by transforming to spherical polar coordinates

Module - IV
17. (a) Test the convergence of the series

. w KkF e [4k=5\K

M Y (i) 72 (502)
(b) Determine the convergence or divergence of the series Y ey (—1)% %
_@it

18. (a) Check whether the series Y5, (—1)**1 Gl=2)l

is absolutely convergent, conditionally

convergent or divergent.



. 1.2, 123 , 1234
(b) Test the convergence of the series 1 + —+ — + ——
1.3 135 1357

Module - V
19. (a) Obtain the Fourier series of forf (x) = e™, in the interval 0 < x < 2m.with f(x +
Zn) = f(x). Hence deduce the value of),,_, %
prL ifo<x<Z
(b) Find the half range sine series of f(x) = Zi(L—x) I %
N TR lf B <x<L

20. (a)Expand (1 + x)~2.as a Taylor series about x = Oand state the region of convergence of
the series.

(b) Find the Fourier series for f(x) = x?intheinterval —-m <x <7

4

1 1 4
thtate =T (14X5=70)

1

with f(x + 2m) = f(x).Hence show that T

Syllabus
Module 1 (Linear algebra)
(Text 2: Relevant topics from sections 7.3, 7.4, 7.5, 8.1,8.3,8.4)

Systems of linear equations, Solution by Gauss elimination, row echelon form and rank of a matrix,
fundamental theorem for linear systems (homogeneous and non-homogeneous, without proof),
Eigen values and eigen vectors. Diagonaliztion of matrices, orthogonal transformation, quadratic
forms and their canonical forms.

Module 2 (multivariable calculus-Differentiation)
(Text 1: Relevant topics from sections 13.3, 13.4, 13.5, 13.8)

Concept of limit and continuity of functions of two variables, partial derivatives, Differentials, Local
Linear approximations, chain rule, total derivative, Relative maxima and minima, Absolute maxima
and minima on closed and bounded set.

Module 3(multivariable calculus-Integration)
(Text 1: Relevant topics from sections 14.1, 14.2, 14.3, 14.5, 14.6, 14.8)

Double integrals (Cartesian), reversing the order of integration, Change of coordinates (Cartesian to
polar), finding areas and volume using double integrals, mass and centre of gravity of
inhomogeneous laminas using double integral. Triple integrals, volume calculated as triple integral,
triple integral in cylindrical and spherical coordinates (computations involving spheres, cylinders).



Module 4 (sequences and series)
(Text 1: Relevant topics from sections 9.1, 9.3, 9.4, 9.5, 9.6)

Convergence of sequences and series, convergence of geometric series and p-series(without proof),
test of convergence (comparison, ratio and root tests without proof); Alternating series and Leibnitz
test, absolute and conditional convergence.

Module 5 (Series representation of functions)

(Text 1: Relevant topics from sections 9.8, 9.9. Text 2: Relevant topics from sections 11.1, 11.2,
11.6)

Taylor series (without proof, assuming the possibility of power series expansion in appropriate
domains), Binomial series and series representation of exponential, trigonometric, logarithmic
functions (without proofs of convergence); Fourier series, Euler formulas, Convergence of Fourier
series (without proof), half range sine and cosine series, Parseval’s theorem (without proof).

Text Books

1. H.Anton, I. Biven,S.Davis, “Calculus”, Wiley, 10" edition, 2015.

2. Erwin Kreyszig, Advanced Engineering Mathematics, 10™Edition, John Wiley & Sons, 2016.
Reference Books

1. J. Stewart, Essential Calculus, Cengage, 2" edition, 2017

2. G.B.Thomas and R.L. Finney, Calculus and Analytic geometry, 9 th Edition, Pearson, Reprint,
2002.

3. PeterV. O'Neil, Advanced Engineering Mathematics , Cengage, 7th Edition, 2012
4. VeerarajanT., Engineering Mathematics for first year, Tata McGraw-Hill, New Delhi, 2008.
5. B.S. Grewal, Higher Engineering Mathematics, Khanna Publishers, 36 Edition, 2010.

Course Contents and Lecture Schedule

No | Topic No. of Lectures

1 Linear Algebra (10 hours)

1.1 | Systems of linear equations, Solution by Gauss elimination 1

1.2 | Row echelon form, finding rank from row echelon form, fundamental 3
theorem for linear systems

1.3 | Eigen values and eigen vectors 2

1.4 | Diagonaliztion of matrices, orthogonal transformation, quadratic forms 4




and their canonical forms.

2 Multivariable calculus-Differentiation (8 hours)

2.1 | Concept of limit and continuity of functions of two variables, partial
derivatives

2.2 | Differentials, Local Linear approximations

2.3 | Chain rule, total derivative

2.4 | Maxima and minima

3 Multivariable calculus-Integration (10 hours)

3.1 | Double integrals (Cartesian)-evaluation

3.2 | Change of order of integration in double integrals, change of coordinates
(Cartesian to polar),

3.3 | Finding areas and volumes, mass and centre of gravity of plane laminas

3.4 | Triple integrals

4 Sequences and series (8 hours)

4.1 | Convergence of sequences and series, geometric and p-series

4.2 | Test of convergence( comparison, ratio and root )

4.3 | Alternating series and Leibnitz test, absolute and conditional convergence

5 Series representation of functions (9 hours)

5.1 | Taylor series, Binomial series and series representation of exponential,
trigonometric, logarithmic functions;

5.2 | Fourier series, Euler formulas, Convergence of Fourier series(Dirichlet’s
conditions)

5.3 | Half range sine and cosine series, Parseval’s theorem.
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CODE CATEGORY LITI|P | CREDIT

MAT 281 Advanced Linear Algebra VAC 3 11 10 Z

Preamble: This course introduces the concept of a vector space which is a unifying abstract
frame work for studying linear operations involving diverse mathematical objects such as n-
tuples, polynomials, matrices and functions. Students learn to operate within a vector and
between vector spaces using the concepts of basis and linear transformations. The concept of
inner product enables them to do approximations and orthogonal projects and with them solve
various mathematical problems more efficiently.

Prerequisite: A basic course in matrix algebra.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Identify many of familiar systems as vector spaces and operate with them using vector
space tools such as basis and dimension.

CO 2 | Understand linear transformations and manipulate them using their matrix
representations.

CO 3 | Understand the concept of real and complex inner product spaces and their applications in
constructing approximations and orthogonal projections

CO 4 | Compute eigen values and eigen vectors and use them to diagonalize matrices and simplify
representation of linear transformations

CO 5 | Apply the tools of vector spaces to decompose complex matrices into simpler components, find
least square approximations, solution of systems of differential equations etc.

Mapping of course outcomes with program outcomes

PO1|(PO2|PO3 |PO4 |PO5|PO6 |[PO7 |PO8|PO9 |PO10 |PO11 |PO12

Co1 3 3 3 3 2 1 1 2 2
CO2 3 3 3 3 2 1 1 2 2
CO3 3 3 3 3 2 1 1 2 2
CO4 3 2 3 2 1 1 1 2 2
CO5 |3 3 3 3 2 1 1 2 2
Assessment Pattern

Bloom’s Category Continuous Assessment Tests End Semester

1 2 Examination

Remember 5 5 10
Understand 10 10 20
Apply 10 10 20
Analyse 10 10 20
Evaluate 15 15 30
Create

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.



Course Level Assessment Questions
Course Outcome 1 (CO1):

1. Show that the S; = {(x,y,0) € R3} isa subspace of R and S, = {(x,y,z) ER®:x +y +
z = 2} is not a subspace of R3

2. LetS; and S, be two subspaces of a finite dimensional vector space. Prove that
S1 N S, is also a subspace. Is S; U S, s subspace. Justify your answer.

3. Prove that the vectors {(1,1,2,4), (2,—1,5,2),(1,—1,—4,0),(2,1,1,6) } are linearly
independent

1 2 0 -1

2 6 -3 —3] and verify the rank nullity
3 10 -6 -5

theorem for m X nmatrix in case of A

4. Find the null space of A =

Course Outcome 2 (CO2)
1. Show that the transformation T; R* - R*defined by T(x,y) = (x —y,x + y,y)
is a linear transformation.

2. Determine the linear mapping ¢; R* — R*® which maps the basis (1,0,0), (0,1,0)
and (0,0,1)to the vectors (1,1), (2,3)and(-1,2). Hence find the image of (1,2,0)
3. Prove that the mapping ¢; R® — R*® defined by T(x,y,z) = (x+y, y+2zz+x)is

an isomorphism

Course Outcome 3(C0O3):

1. Prove that the definition f(u,v) = x,y; — 2x,y, + 5x,y,for u = (xq,y,) and v =
(x5,y,) isan inner product in R2.

2. Prove the triangle inequality [|u + v|| < [lull + llv|| in any inner product space.

3. Find an orthonormal basis corresponding to the basis {1, tcost, sint} of the subspace
of the vector space of continuous functions with the inner product defined by
f:f(t)g(t)dt using Gram Schimdt process .

Course Outcome 4 (CO4):
1. Consider the transformation T:R? — R? defined by (x,y) = (x —y,2x —y) . IsT

diagonalizable. Give reasons.



2. Use power method to find the dominant eigen value and corresponding eigen vector
0 1 0
of [0 0 1 ]
18 -1 -7

3. Prove that a square matrix A is invertible if and only if all of its eigen values are non-
zero.

Course Outcome 5 (CO5):

1 -1
1. Find a singular value decomposition of [—1 1 ]
2 =2

2. Find the least square solution to the system of equations
x+2y+z=13x—-y=22x+y—z=2,x+2y+2z=1

3. Solve the system of equations 2x, + x, + x3 = 2 ,x; + 3x, + 2x3 = 2, and 3x; + x, +
2x3 = 2 by LU decomposition method.

Syllabus
Module 1

Vector Spaces, Subspaces -Definition and Examples. Linear independence of vectors, Linear
span, Bases and dimension, Co-ordinate representation of vectors. Row space, Column space
and null space of a matrix

Module 2

Linear transformations between vector spaces, matrix representation of linear transformation,
change of basis, Properties of linear transformations, Range space and Kernel of Linear
transformation, Inverse transformations, Rank Nullity theorem, isomorphism

Module 3

Inner Product: Real and complex inner product spaces, properties of inner product, length and
distance, Cauchy-Schwarz inequality, Orthogonality , Orthonormal basis, Gram Schmidt
orthogonalization process. Orthogonal projection. Orthogonal subspaces, orthogonal
compliment and direct sum representation.

Module 4

Eigen values, eigenvectors and eigen spaces of linear transformation and matrices, Properties
of eigen values and eigen vectors, Diagonalization of matrices, orthogonal diagonalization of



real symmetric matrices, representation of linear transformation by diagonal matrix, Power
method for finding dominant eigen value,

Module 5

LU-decomposition of matrices, QR-decomposition, Singular value decomposition, Least
squares solution of inconsistent linear systems, curve-fitting by least square method, solution
of linear systems of differential equations by diagonalization

Text Books

1.

Richard Bronson, Gabriel B. Costa, Linear Algebra-an introduction, 2" edition,

Academic press, 2007

Howard Anton, Chris Rorres, Elementary linear algebra: Applications versio, 9"

edition, Wiley

References

1.

w

Gilbert Strang, Linear Algebra and It’s Applications, 4th edition, Cengage Learning,

2006

Seymour Lipschutz, Marc Lipson, Schaum’s outline of linear algebra, 3rd Ed., Mc

Graw Hill Edn.2017

David C Lay, Linear algebra and its applications,3™ edition, Pearson

Stephen Boyd, Lieven Vandenberghe, Introduction to Applied Linear Algebra:
Vectors, Matrices,and Least Squares, Cambridge University Press, 2018
W. Keith Nicholson, Linear Algebra with applications, 4th edition, McGraw-Hill,

2002

Assignments:

Assignment should include specific problems highlighting the applications of the

methods introduced in this course in science and engineering.

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Vector spaces (9 hours)

1.1 Defining of vector spaces , example 2

1.2 Subspaces 1

1.3 Linear dependence, Basis , dimension 3

1.4 Row space, column space, rank of a matrix 2




1.5 Co ordinate representation 1
2 Linear Mapping (9 hours)

2.1 General linear transformation, Matrix of transformation. 2
2.2 Kernel and range of a linear mapping 1
2.3 Properties of linear transformations, 2
24 Rank Nullity theorem. 1
2.5 Change of basis . 2
2.6 Isomorphism 1
3 Inner product spaces (9 hours)

3.1 Inner Product: Real and complex inner product spaces, 2
3.2 Properties of inner product, length and distance 2
3.3 Triangular inequality, Cauchy-Schwarz inequality 1
3.4 Orthogonality, Orthogonal complement, Orthonormal bases, 1
3.5 Gram Schmidt orthogonalization process, orthogonal projection 2
3.6 Direct sum representation 1
4 Eigen values and Eigen vectors (9 hours)

4.1 Eigen values and Eigen vectors of a linear transformation and matrix | 2
4.2 Properties of Eigen values and Eigen vectors 1
4.3 Diagonalization., orthogonal diagonalization 4
4.4 Power method 1
4.5 Diagonalizable linear transformation 1
5 Applications (9)

5.1 LU decomposition, QR Decomposition 2
5.2 Singular value decomposition 2
5.3 Least square solution 2
54 Curve fitting 1
55 Solving systems of differential equations. 2
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CODE

MAT 282 Mathematical optimization

CATEGORY L

CREDIT

VAC

o

4

Preamble: This course introduces basic theory and methods of optimization which have

applications in all branches of engineering.

Linear programming problems and various

methods and algorithms for solving them are covered. Also introduced in this course are
transportation and assignment problems and methods of solving them using the theory of linear
optimization.Network analysis is applied for planning, scheduling, controlling, monitoring and
coordinating large or complex projects involving many activities. The course also includes a

selection of techniques for non-linear optimization

Prerequisite: A basic course in the solution of system of equations, basic knowledge on

calculus.

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Formulate practical optimization problems as linear programming problems and solve
them using graphical or simplex method.

CO 2 | Understand the concept of duality in linear programming and use it to solve suitable
problems more efficiently

CO 3 | Identify transportation and assignment problems and solve them by applying the

theory of linear optimization

CO 4 | Solve sequencing and scheduling problems and gain proficiency in the management of
complex projects involving numerous activities using appropriate techniques.

CO 5 | Develop skills in identifying and classifying non-linear optimization problems and
solving them using appropriate methods.

Mapping of course outcomes with program outcomes

PO |PO |PO3 |PO4 PO |PO6 |PO |PO |PO |PO PO 11 | PO 12
1 2 5 7 8 9 10
CO1l |3 3 3 3 2 1 1 2 2
Co2 |3 3 3 3 2 1 1 2 2
CO3 |3 3 3 3 2 1 1 2 2
Co4 |3 2 3 2 1 1 1 2 2
COS5 |3 3 3 3 2 1 1 2 2

Assessment Pattern

Bloom’s Category Continuous Assessment Tests End Semester
1 2 Examination
Remember 5 5 10
Understand 10 10 20
Apply 10 10 20
Analyse 10 10 20
Evaluate 15 15 30
Create

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.




Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions
Course Outcome 1 (CO1):

1. Without sketching find the vertices of the possible solutions of —x +y <1, 2x +
y<2,x,y=20

2. Solve the LPP Max 8x; + 9x, subjectto 2x; + 3x, <50 , 3x; +x, <3 x; +
3x, <70, xq,x, =0 bysimplex method

3. Solve the LPP Max — x; + 3x, subjecttox; +2x, =2 , 2x; + 6x, <80 ,x; <
4, x,,x, =20 by Big M method.

Course Outcome 2 (CO2)

1. Formulate the dual of the following problem and show that dual of the dual is the
primal Max 5x; + 6x, subjectto x; + 9x, =60 , 2x; +3x, <45 , x;,x, =

0
2. Using duality principle solve Min 2x, + 9x, + x5 subjectto x; + 4x, + 2x; >
5,3x;1+x,+2x3 =24 |, x1,x, =20

3. Use dual simplex method to solve Min z = x; + 2x, + 4x3 subjectto 2x; +
3x; —=5x3 <2, 3x1—x,+6x3 =21 ,x;+x,+x3 <3 ,x,20x,<
0 , x5 unrestricted

Course Outcome 3(CO3):

1. Explain the steps involved in finding the initial basic solution feasible solution of a
transportation problem by North West Corner rule..

2. A company has factories A, B and C which supply warehouses at W; , W, and Wj.
Weekly factory capacities are 200, 160 and 90 units respectively. Weekly warehouse
requirement are 180,120 and 150 respectively. Unit shipping cost in rupees is as follows

16 20 12
14 8 16
26 24 16

Determine the optimal distribution of this company to minimise the shipping cost



3. Inatextile sales emporium, sales man A, B and C are available to handle W, X Y and
Z. Each sales man can handle any counter . The service time in hours of each counter
when manned by each sales man is as follows

A B C D

41 72 39 52
22 29 49 65
27 39 60 5l
45 50 48 b2

N < XS

Course Outcome 4 (CO4):

1. Draw the network diagram to the following activities.

Activity | 1-2 1-3 1-4 2-5 3-5 4-6 5-6
Time 2 4 3 1 6 5 7
duration

2. The following table gives the activities in a construction project and other relevant

information
Activity | 1-2 1-3 1-4 2-5 3-5 4-6 5-6
Time 2 4 3 1 6 5 7
duration

Find the free , total and independent float for each activity and determine the critical
activities.

3. For a project given below find (i) the expected time for each activity (ii) Tg, T, values
of all events (iii) the critical path.

Task A B CcC |D E F G H I J K
Least time 4 5 8 |2 4 7 8 4 3 5 6
Greatest time 6 9 12 | 6 10 15 16 8 7 11 12
Most likely 5 7 10 | 4 7 8 12 6 5 8 9

time




Course Outcome 5 (CO5):

1. Consider the unconstrained optimization problem max f(x) = 2x;x, + x,—x,% —
2x,°. Starting from the initial solution (x;,x,) = (1,1) interactively apply gradient
search procedure with €= 025 to get an approximate solution.

2. Consider the following nonlinear programming problem.

Max f(x) =Tlxz subjecttox; —x, <2,x,>20,.x, >0

Use KKT condition to show that(x,, x,) = (4,2) is not an optimal solution

3. Minimize f = —4x; + x? — 2x;x, + 2x3 subjectto 2x; + x, <6, x; —4x, <
0,x; =0, x, = 0 using Quadratic programming method.

Syllabus
MODULE I

Linear Programming — 1 : Convex set and Linear Programming Problem — Mathematical
Formulation of LPP, Basic feasible solutions, Graphical solution of LPP, Canonical form of
LPP, Standard form of LPP, slack variables and Surplus variables, Simplex Method, Artificial
variables in LPP, Big-M method.

MODULE 11

Linear Programming — 2 : Two-phase method, Degeneracy and unbounded solutions of LPP,
Duality of LPP, Solution of LPP using principle of duality, Dual Simplex Method.

MODULE 111

Transportation and assignment problems: Transportation Problem, Balanced
Transportation Problem, unbalanced Transportation problem. Finding basic feasible solutions
— Northwest corner rule, least cost method, Vogel’s approximation method. MODI method.
Assignment problem, Formulation of assignment problem, Hungarian method for optimal
solution, Solution of unbalanced problem. Travelling salesman problem

MODULE IV

Sequencing and Scheduling : Introduction, Problem of Sequencing, the problem of n jobs and
two machines, problem of m jobs and m machines, Scheduling Project management-Critical
path method (CPM), Project evaluation and review technique (PERT), Optimum scheduling
by CPM, Linear programming model for CPM and PERT.

MODULE V

Non Linear Programming: Examples nonlinear programming problems- graphical
illustration. One variable unconstrained optimization, multiple variable unconstrained
optimization- gradient search. The Karush —Kuhn Tucker condition for constraint



optimization-convex function and concave function. Quadratic programming-modified
simplex method-restricted entry rule, Separable programming.

Text Book

ok~ w

1. Frederick S Hillier, Gerald J. Lieberman, Introduction to Operations Research,

Seventh Edition, McGraw-Hill Higher Education, 1967.

2. Kanti Swarup, P. K. Gupta, Man Mohan, Operations Research, Sultan Chand & Sons,

New Delhi, 2008.

Reference

International Publishers, 1996

company,1976

Wiley,2007

Assignments:

Singiresu S Rao, Engineering Optimization: Theory and Practice ,New Age
H A Taha, Operations research : An introduction , Macmillon Publishing
B. S. Goel, S. K. Mittal, Operations research, Pragati Prakashan, 1980

S.D Sharma, “Operation Research”, Kedar Nath and RamNath - Meerut , 2008.
Phillips, Solberg Ravindran ,Operations Research: Principles and Practice,

Assignment should include specific problems highlighting the applications of the

methods introduced in this course in science and engineering.

Course Contents and Lecture Schedule

No Topic No. of Lectures

1 Linear programming — 1 (9 hours)

1.1 Convex set and Linear Programming Problem — Mathematical | 2
Formulation of LPP

1.2 Basic feasible solutions, Graphical solution of LPP 2

1.3 Canonical form of LPP, Standard form of LPP, slack variables and | 1
Surplus variables, Artificial variables in LPP

1.4 Simplex Method 2

15 Big-M method. 2

2 Linear programming — 11 (9 hours)

2.1 Two-phase method 2

2.2 Degeneracy and unbounded solutions of LPP 2

2.4 Duality of LPP 1

2.5 Solution of LPP using principle of duality 2



https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22B.+S.+Goel%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22S.+K.+Mittal%22
https://www.google.co.in/search?tbo=p&tbm=bks&q=subject:%22Operations+research%22&source=gbs_ge_summary_r&cad=0

2.3 Dual Simplex Method. 2

3 Transportation and assignment problems - (9 hours)

3.1 Balanced transportation problem 2

3.2 unbalanced Transportation problem 1

3.3 Finding basic feasible solutions — Northwest corner rule, least cost | 1
method

3.4 Vogel’s approximation method. MODI method 2

3.5 Assignment problem, Formulation of assignment problem 1

3.6 Hungerian method for optimal solution, Solution of unbalanced | 2
problem. Travelling salesman problem

4 Sequencing and Scheduling - (9 hours)

4.1 Introduction, Problem of Sequencing, the problem of n jobs and 2
two machines

4.2 problem of m jobs and m machines 1

4.3 Scheduling Project management-Critical path method (CPM) 2

4.4 Project evaluation and review technique (PERT), 2

4.5 Optimum scheduling by CPM, Linear programming model for CPM | 2
and PERT.

5 Non Linear Programming - (9 hours)

5.1 Examples , Graphical illustration, One variable unconstrained 2
optimization

5.2 Multiple variable unconstraint optimization-- gradient search 2
The Karush —Kuhn Tucker condition for constraint optimization 1

5.3 Quadratic programming-modified simplex method- 2

55 Separable programming 2
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CODE Course Name CATEGORY L |T]| P | CREDIT

RANDOM PROCESS AND

MAT381 QUEUEING THEORY

VAC 31110 4

Preamble: This course introduces learners to the applications of probability theory in the
modelling and analysis of stochastic systems, covering important models of random
processes such as Poisson Process, Markov chain and queueing systems. The tools and
models introduced here have important applications in engineering and are indispensable
tools in signal analysis, reliability theory, network queues and decision analysis.

Prerequisite: A basic knowledge in calculus and matrix algebra.

Course Outcomes: After the completion of the course the student will be able to

co1 Characterize phenomena which evolve probabilistically in time using the tools
autocorrelation and power spectrum (Cognitive knowledge level: Understand).

Characterize stationary processes using ergodic property and analyse processes using
CcO2 . X s )
poisson model wherever appropriate (Cognitive knowledge level: Apply).

Model and analyze random phenomena using discrete time Markov chains (Cognitive
Cco3 :
knowledge level: Apply).

Explain basic characteristic features of a queuing system and analyse queuing models

co4 (Cognitive knowledge level: Apply).

Analyse complex queueing systems by applying basic principles of queueing theory

cos (Cognitive knowledge level: Apply).

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 [ PO8 | PO9 | PO10 | PO11 | PO12
col1| 3 2 2 2 2
Cco2| 3 2 2 2 2
CO3 | 3 2 ) 2 2
Co4 | 3 2 2 2 2 2
COos5 | 3 2 2 2 2




Abstract POs defined by National Board of Accreditation
PO# Broad PO PO# Broad PO
PO1 Engineering Knowledge PO7 Environment and Sustainability
PO2 Problem Analysis POS8 Ethics
Design/Development of -
PO3 ! POY Individual and team work
solutions
Conduct investigations of A
PO4 PO10 Communication
complex problems
Project Management and
POS Modern tool usage PO11 |
Finance
PO6 The Engineer and Society PO12 Life long learning

Assessment Pattern

Continuous Assessment Tests (%) End Semester
Bloom’s Category E - ISP
1 2 xamination (%)
Remember 20 20 20
Understand 35 35 35
Apply 45 45 45
Analyse
Evaluate
Create
Mark Distribution
Total Marks CIE Marks ESE Marks ESE Duration
150 50 100 3 hours
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment - Test : 25 marks
Continuous Assessment - Assignment : 15 marks




Internal Examination Pattern:

Each of the two internal examinations has to be conducted out of 50 marks. First series test
shall be preferably conducted after completing the first half of the syllabus and the second
series test shall be preferably conducted after completing remaining part of the syllabus.
There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2
questions each from the completed modules and 1 question from the partly completed
module), having 3 marks for each question adding up to 15 marks for part A. Students should
answer all questions from Part A. Part B contains 7 questions (preferably, 3 questions each
from the completed modules and 1 question from the partly completed module), each with 7

marks. Out of the 7 questions, a student should answer any 5.

End Semester Examination Pattern:

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from
each module, having 3 marks for each question. Students should answer all questions. Part B
contains 2 questions from each module of which a student should answer any one. Each

question can have maximum 2 sub-divisions and carries 14 marks.



MAT 381 - RANDOM PROCESS AND QUEUEING THEORY
Syllabus

Module 1 (Random processes and stationarity)

Random processes-definition and classification, mean, autocorrelation, stationarity-strict
sense and wide sense, properties of autocorrelation function of WSS processes.

Power spectral density of WSS processes and its properties- relation to autocorrelation
function. White noise.

Module 2 (Poisson processes)

Ergodic processes-ergodic in the mean and autocorrelation. Mean ergodic theorems (without
proof).

Poisson processes-definition based on independent increments and stationarity, distribution of
inter-arrival times, sum of independent Poisson processes, splitting of Poisson processes.

Module 3 (Markov chains)

Discrete time Markov chain -Transition probability matrix, Chapman Kolmogorov theorem
(without proof), computation of probability distribution, steady state probabilities.
Classification of states of finite state chains , irreducible and ergodic chains.

Module 4 (Queueing theory-I)

Queueing systems, Little’s formula (without proof), Steady state probabilities for Poisson
queue systems, M/M/1 queues with infinite capacity and finite capacity and their
characteristics-expected number of customers in queue and system, average waiting time of a
customer in the queue and system

Module 5 (Queueing theory-II)

Multiple server queue models, M/M/s queues with infinite capacity, M/M/s queues with
finite capacity-in all cases steady state distributions and system characteristics-expected
number of customers in queue and system, average waiting time of a customer in the queue
and system

Books

1. Alberto leon Garciai, Probability and random processes for electrical engineering,
Pearson Education, Second edition

2. 'V Sundarapandian, Probability statistics and queueing theory, Prentice-Hall Of India.
Assignments

Assignments should include specific problems highlighting the applications of the methods
introduced in this course in physical sciences and engineering.



Sample Course Level Assessment Questions

Course Outcome 1 (CO1):

1.
2.

What are the various classes of random processes? Explain with examples

Consider the random process X(1) = acos(wt + @) where aand ware constants and @
is a random variable uniformly distributed in (0,27). Show that X(z)is WSS.

If X(¢)is a wide sense stationary process with autocorrelation function
Ry(t) =3+ 9¢73171, find the mean, variance and average power of the process.

Given that a random process x(#) has power spectral density Sy(w) = ot
@

WSS process, find the average power of the process.

Course Outcome 2 (CO2)

1. Give one example each of a process which is (i) ergodic (ii) non-ergodic.

2. Derive the mean, autocorrelation and autocovariance of a Poisson process.

3. Suppose that customers arrive at a bank according to a Poisson process with a mean
rate of 20 per hour. Find the probability that during a time interval of 10 minutes (i)
exactly 3 customers arrive (ii) more than 3 customers arrive.

4. Prove that the inter-arrival time of a Poisson process follows an exponential
distribution.

Course Outcome 3(CO3):
1. Give an example of a discrete time Markov process

2. Consider the experiment of sending a sequence of messages across a communication

channel. Due to noise, there is a small probability p that the message may be received
in error. Let X, denote the number of messages received correctly up to and including
the n-th transmission. Show that X, is a homogeneous Markov chain. What are the
transition probabilities?

Find the steady state probability distribution of a Markov chain with transition
probability matrix

0.2 03 0.5
P=101 06 03

04 03 0.3

Three boys A, B, C are throwing a ball to each other. A always throws the ball to B
and B always throws the ball to C, but C is as likely to throw the ball to B as to A.
Show that the process is Markovian. Find the transition probability matrix and classify
the states.



Course Outcome 4(C0O4):

1.
2.

What are the basic characteristics of a queueing system

Derive the expressions for the steady state probability distribution of a Poisson
queueing system

A concentrator receives messages from a group of terminals and transmits them over a
single transmission line. Suppose that messages arrive according to a Poisson process
at a rate of 1 message every 4 milliseconds, and suppose that message transmission
times are exponentially distributed with mean 3 ms. Find the mean number of
messages in the system and the mean total delay in the system. What percentage
increase in the arrival rate results in doubling of the above mean total delay.

Patients arrive at a doctor’s clinic according to Poisson distribution at a rate of 30 per

hour. The waiting room does not accommodate more than 9 patients. Examination
time per patient is exponential with a mean rate of 20 per hour. Find the probability
that an arriving patient will have to go back because the waiting room is full.

Course Outcome 5 (COS):

1.

2.

Obtain the steady state probability distribution of an M/M/s queueing system with
infinite capacity.

A company has four printers to handle the print jobs arriving at a server.  Suppose
that print jobs arrive according to a Poisson process at a rate of one job every 2
minutes, and suppose the printing durations are exponentially distributed with mean 4
minutes. When all printers are busy the system queues the call requests until a line
becomes available. Find the probability that a print job will have to wait.

How will you model the mean arrival rate and mean service rate in a Poisson queueing
system with 4 servers and capacity limited to 5?

A dispensary has two doctors and four chairs in the waiting room. The patients who
arrive at the dispensary leave if they find all the chairs occupied. Patients arrive at an
average rate of 8 per hour and spend an average of 10 minutes for their check-up. The
arrival process is assumed to be Poisson and the service times are exponential. Find
the probability that an arriving patient will not have to wait. What is the expected
waiting time of a patient in the queue?



Max. Marks: 100

10

MODEL QUESTION PAPER

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
Course Code: MAT381

Course Name: Random process and queueing theory

PART A

Answer all questions. Each question carries 3 marks
What are the various classes of random processes? Give examples
Consider the random process X(#) = ¢ where cis a constant. Is it SSS?
WSS?
Explain the terms mean-ergodic process, correlation ergodic process
Find the autocorrelation of a Poisson process
A fair die 1s tossed repeatedly and let X, denote the maximum of the
numbers obtained upto the n-th toss. Is X, a Markov chain? Justify.
Prove that if P is a Markov matrix then P is also a Markov matrix
What do the letters in the symbolic representation (a/b/c): (d/e) of a
queueing model represent?
What are the conditions for a M/M/1 queueing system to have a steady state
distribution?
Find the probability that an arriving customer is forced to join the queueing
system M/M/s.

A two-server queueing system is in a steady state condition and the steady

s 1 4 6 4 1
state probabilities are p, = TR P = e’ Dy = To p3 = T Py = e

and p, = 0 if n > 4. Find the mean number of customers in the system and

in the the queue.

PART B

Duration: 3 Hours

Marks
3)
3)
3)
3)
3)

3)
3)

€)

3)

€)



Answer any one full question from each module. Each question carries 14 marks

Module 1

11 (a) Show that the mean of a first order stationary random process is a (7)

12

13

constant.
(b) Consider the random process X(¢) = Acos(wt) where wis a constant
and Ais a random variable uniformly distributed in (0,27). Find the mean
and autocorrelation of Is X (7). Is it stationary? Justify. .
(a) Find the mean and variance of a WSS process with autocorrelation
function Ry(z) = 1 + 4e~3I".
(b) Let X(t) and Y(t) be both zero-mean, uncorrelated WSS random
processes. Consider the random process Z(t) defined by .Determine the
autocorrelation function and the power spectral density ofZ(t)

Module 2
(a) Using mean ergodic theorem show that a constant random process

2 is not

X(t) = C, where C is a random variable with mean pand variance o
mean ergodic.

(b) Patients arrive at the doctor’s office according to a Poisson process with

1
rate 4 = 10 minute. The doctor will not see a patient until at least three

patients are in the waiting room. Find the expected waiting time until the

first patient is admitted to see the doctor.

(7

(7)

(7)

(7)

(7



14

15

16

(a) The number of telephone calls arriving at a certain switch board within a
time interval of length measured in minutes is a Poisson process with
parameter A = 2. Find the probability of

(1) No telephone calls arriving at this switch board during a 5 minute
period.

(i1) More than one telephone calls arriving at this switch board during a

given Eminute period.

(b) Let X(¢) be a Poisson process with rate 4 . Find
() EX*(n)]
(i) E{[X(t) — X(s)]*} fort > 5.
Module 3
The transition probability matrix of a Markov chain {X,,n > 0.} with
three state 1,2 and 3 is

0.5 0.3 0.2
04 02 04
0.1 06 03

and the initial probability distribution is p(0) = [0.5 0.3 0.2]. FInd
(a) P{X; =2}
Let {X,; n =1,2,3,... }be a discrete time Markov Chain with state space
S =1{0,1,2}and one step transition probability matrix given by
0 | 0
P= 1025 05 025
0 | 0

(a) Is the chain ergodic? Explain.

(b) Find the invariant probabilities.

(6)

®)

(14)

(14)
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Module 4
(a) Find the mean number of customers in the queue, system, average
waiting time in the queue and system of M/M/I queueing model with
infinite capacity.
(b) A T.V repairman finds that the time spent on his job has an exponential
distribution with mean 30 minutes. He repairs the sets in the order in which
they came in. The arrival of sets is approximately Poisson with an average
rate of 10 per 8 hours a day.
(1) Find the repairman’s expected idle time each day.
(i1) Find the average number of jobs he handles on a given day.
Customers arrive at a one-window drive-in bank according to a Poisson
distribution, with a mean of 10 per hour. The service time per customer is
exponential, with a mean of 5 minutes. There are three spaces in front of the
window, including the car being served. Other arriving cars line up outside
this 3-car space.
(a) What is the probability that an arriving car can enter one of the 3-car
spaces?
(b) What is the probability that an arriving car will wait outside the
designated 3-car space?
(c) How long is an arriving customer expected to wait before starting
service?
(d) How many car spaces should be provided in front of the window
(including the car being served) so that an arriving car can find a space there

at least 90% of the time?

(8)

(6)

(14)
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20

Module 5
A telephone exchange has two long distance operators. It is observed that
long distance calls arrive in a Poisson fashion at an average rate of 15 per
hour. The length of service on these calls is approximately exponential
distributed with mean length 2 minutes. Find
(1) the probability a subscriber will have to wait for a long distance call,
(i1) the expected number of customers in the system,
(111) the expected number of customers in the queue,
(iv) the expected time a customers spends in the system and
(v) the expected waiting time for a customer in the queue.
A dispensary has two doctors and four chairs in the waiting room. The
patients who arrive at the dispensary leave when all four chairs in the
waiting room of the dispensary are occupied. It is known that the patients
arrive at the average rate of 8 per hour and spend an average of 10 minutes
for their check-up and medical consultation. The arrival process is Poisson
and the service time is an exponential random variable. Find
(1) the probability that an arriving patient will not wait,
(i1) the effective arrival rate at the dispensary,
(ii1) the expected number of patients at the queue,
(iv) the expected waiting time of a patient at the queue,
(v) the expected number of patients at the dispensary and

(vi) the expected time a patient spends at the dispensary.

(14)

(14)



Teaching Plan

No Topic No. of Lectures
1 Random processes and stationarity 9 hours
1.1 | Random-process, classification, 1
1.2 | Mean, variance, autocorrelation, autocovariance 1
1.3 | Strict sense stationary processes 1
1.4 | WSS processes (Lecture 1) 1
1.5 | WSS processes (Lecture 2) 1
1.6 | Properties of autocorrelation of a WSS process 1
1.7 | Power spectral density, relation to autocorrelation 2
Delta function, white noise 1
2 Ergodicity, Poisson process 9 hours
2.1 | Ergodic property, definition, examples 1
2.2 | Mean ergodic theorems and applications (Lecture 1) 1
2.3 | Mean ergodic theorems and applications (Lecture 2) 1
2.4 | Poisson process-independent increments, stationarity (Lecture 1) 1
2.5 | Poisson process-independent increments, stationarity (Lecture 2) 1
2.6 | Mean, variance, autocorrelation, autocovariance of Poisson process 1
2.7 | Distribution of inter-arrival times 1
2.8 | Splitting (thinning) of Poisson processes 1
2.9 | Merging of Poisson process 1
3 Discrete time Markov chains 9 hours
3.1 Discre_t@ time. Markov chain-memorylessness, examplesition 1
probability matrix, Chapman-Kolmogorov theorem
3.2 | Transition probabilities and transition matrices 1
3.3 | Chapman-Kolmogorov theorem and applications 1
3.4 | Computation of transient probabilities (Lecture 1) 1
3.5 | Computation of transient probabilities (Lecture 2) 1
3.6 cla;siﬁcation of states of finite-state chains, irreducible and ergodic 1
chains (Lecture 1)
3.7 clagsiﬁcation of states of finite-state chains, irreducible and ergodic 1
chains (Lecture 2)
3.8 | Steady state probability distribution of ergodic chains (Lecture 1) 1




3.9 | Steady state probability distribution of ergodic chains (Lecture 2) 1
4 Queueing theory 1 9 hours
4.1 | Basic elements of Queueing systems, Little’s formula, 1
4.2 | Steady state probabilities for Poisson queue systems (Lecture 1) 1
4.3 | Steady state probabilities for Poisson queue systems (Lecture 2) 1
4.4 | M/M/1 queues with infinite capacity, steady state probabilities 1
4.5 |M/M/1 queues with infinite capacity- computating system 1
characteristics (Lecture 1)

4.6 |M/M/1 queues with infinite capacity- computating system 1
characteristics (Lecture 2)

4.7 | M/M/1 queues with finite capacity, steady state probabilities 1

4.8 | M/M/1 queues with finite capacity- computating system characteristics 1
(Lecture 1)

4.9 | M/M/1 queues with finite capacity- computating system characteristics 1
(Lecture 2)
5 Queueing theory II 9 hours
5.1 | Basic elements of multiple server queues 1
5.2 | M/M/s queues with infinite capacity, steady state probabilities (Lecture 1
1)

5.3 | M/M/s queues with infinite capacity, steady state probabilities (Lecture 1
2)

5.4 | M/M/s queues with infinite capacity- computing system characteristics 1
(Lecture 1)

5.5 | M/M/s queues with infinite capacity- computing system characteristics 1
(Lecture 2)

5.6 | M/M/s queues with finite capacity, steady state probabilities (Lecture 1
1)

5.7 | M/M/s queues with finite capacity, steady state probabilities (Lecture 1
2)

5.8 | M/M/s queues with finite capacity- computing system characteristics 1
(Lecture 1)

5.9 |[M/M/s queues with finite capacity- computing system characteristics 1

(Lecture 2)
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CODE COURSE NAME CATEGORY L|T|P gREDI
ALGEBRA AND 51110l a4
MAT382 NUMBER THEORY vAC

Preamble: This is an introductory course in algebra and number theory with special
emphasis on applications including RSA, prime factorization and the interplay between rings

and numbers.
Prerequisite: A basic understanding of set theory and logic.

Course Outcomes: After the completion of the course the student will be able to

Solve number theoretic problems by applying the concept and properties of
CO1 natural numbers and applications of division algorithm and related results
(Cognitive knowledge level: Apply).

Utilise the concepts and properties learned about prime numbers and basic
CO2 factorisation algorithms to solve number theoretic problems (Cognitive
knowledge level: Apply).

Solve algebraic problems using the concepts and properties of groups and

CcO3
group structures (Cognitive knowledge level: Apply).

Utilise the concept, properties and applications of cyclic groups, permutations
CO4 and symmetric groups to solve algebraic problems (Cognitive knowledge
level: Apply).

Solve algebraic problems using the concept, properties and applications of

(60 ]
rings and ring structures (Cognitive knowledge level: Apply).

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12

CO1 3 2 2 2 2
CO2 3 2 2 2 2
CO3 3 2 2 2 2
CO4 3 2 2 2 2

cos | 3 [ 2| 2| 2 2




Abstract POs defined by National Board of Accreditation

PO# Broad PO PO# Broad PO

PO1 | Engineering Knowledge PO7 | Environment and Sustainability
PO2 | Problem Analysis PO8 | Ethics

PO3 | Design/Development of solutions | PO9 | Individual and team work

PO4 So?rjlp(};lxclzroit)li:nel: tiggtions of I(;O ! Communication

POS5 | Modern tool usage POI11 | Project Management and Finance
PO6 | The Engineer and Society 12)01 Life long learning

Assessment Pattern:

Bloom’s Category Continuous Assessment Tests End Semester
1 2 Examination
Remember 5 5 10
Understand 10 10 20
Apply 35 35 70
Analyse
Evaluate
Create
Mark Distribution
Total Marks CIE Marks ESE Marks ESE Duration
150 50 100 3 hours
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment - Test : 25 marks
Continuous Assessment - Assignment : 15 marks




Internal Examination Pattern:

Each of the two internal examinations has to be conducted out of 50 marks. First series test
shall be preferably conducted after completing the first half of the syllabus and the second
series test shall be preferably conducted after completing remaining part of the syllabus.
There will be two parts: Part A and Part B. Part A contains 5 questions (preferably, 2
questions each from the completed modules and 1 question from the partly completed
module), having 3 marks for each question adding up to 15 marks for part A. Students should
answer all questions from Part A. Part B contains 7 questions (preferably, 3 questions each
from the completed modules and 1 question from the partly completed module), each with 7

marks. Out of the 7 questions, a student should answer any 5.

End Semester Examination Pattern:

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from
each module, having 3 marks for each question. Students should answer all questions. Part B
contains 2 questions from each module of which a student should answer any one. Each

question can have maximum 2 sub-divisions and carries 14 marks.

Syllabus

Module 1 (Elementary Number Theory)

Division with remainder, congruences, greatest common divisor, Euclidean algorithm,
Chinese remainder theorem, Euler’s theorem (Sections 1.2-1.7)

Module 2 (Prime Numbers)

Prime Numbers- basic results, unique factorisation, computing Euler ¢ — function, RSA
explained, Fermat’s little theorem, pseudoprimes, Algorithms for prime factorisation-
Fermat’s and Fermat-Kraitchik algorithms (evaluation only), Quadratic residues. (Relevant

topics from sections 1.8-1.11)



Module 3 (Introduction to Groups)
Groups- Definition- basic properties and examples, subgroups and cosets, normal subgroups,
group homomorphisms. Isomorphism theorem (Sections 2.1- 2.5)
Module 4 (Further topics in Group theory)
Order of a group element, Cyclic groups, symmetric groups, cycles, simple transpositions and
bubble sort, alternating groups. (Sections 2.6-2.7,2.9.1,2.9.2,2.9.3)
Module 5 (Ring Theory)
Rings- Definition, ideals, principal ideal domain, Quotient rings, Prime and maximal ideals,
Ring homomorphisms, unique factorisation domain, irreducible and prime elements,
Euclidean domain. (Sections 3.1, 3.2, 3.3, 3.3.1, 3.5.1-3.5.4)
Text Book
Niels Lauritzen, “Concrete Abstract Algebra”, Cambridge University Press,2003
Reference Books
1. David M Burton, “Elementary Number Theory”, 7th edition, McGraw Hill, 2011
2. John B Fraleigh, “A first course in Abstract Algebra”. 7th edition, Pearson Education
India, 2013
3. Joseph A Gallian, “Contemporary Abstract Algebra”, 9th edition, Cengage Learning
India Pvt. Ltd

Assignments
Assignments should include specific problems highlighting the applications of the methods

introduced in this course in physical sciences and engineering.



Sample Course Level Assessment Questions

Course Outcome 1 (CO1):

1. Find the remainder of 2340

after division by 341 using repeated squaring algorithm.

2. What is the smallest natural number that leaves a remainder of 2 when divided by 3
and a remainder of 3 when divided by 5 ?

Course Outcome 2 (CO2)
1. Find a prime factorization of 2041 using Fermat Kraitchik algorithm.

2. What is the product of the greatest common divisor and least common multiple of 2

numbers ?

Course Outcome 3(CO3):
1. Write down the subgroups of Z/8Z.

2. Show that every subgroup of an abelian group is normal.

Course Outcome 4(CO4):
1. Prove that (Z/13Z)* is a cyclic group.

1 23 456
6 54321

simple transpositions.

2. Writeo = < > € S¢ as a product of the minimal number of

Course Outcome 5 (COS):
1. Write down the units of Z/8Z .

2. Show that Z [\/ -6 ] is not a Unique Factorisation Domain .



Model Question Paper

APJ ABDULKALAM TECHNOLOGICAL UNIVERSITY
SIXTH SEMESTER B.TECH. DEGREE
EXAMINATION (MONTH & YEAR)
Course Code: MAT382
Course Name: ALGEBRA AND NUMBER THEORY

MAX.MARKS: 100 DURATION: 3 Hours

PART A

Answer all questions, each question carries 3 marks.
1. Find the remainder when 2°° is divided by 7.
Prove that if a|bc with gcd(a,b) = 1, thena|c.

Prove that there exists infinitely many prime numbers.
Prove that 25 is a strong pseudoprime relative to 7.

D

Prove that a group has only one idempotent element.

Find all the subgroups of Z/6Z.

Write down all the elements of order 7 in Z/287 .

o =2 W

Find the generators of Z;g.

9. Find a zero divisor in Zs[i] = {a + ib:a,b € Zs}.

10. Write down all the maximal ideals in Z, .

PART B
Answer any one full question from each module, each question carries
14 marks.

Module-I

11. (a) Compute A, 4 € Z such that 894 + 554 = 1 and find all solutions x € Z to
89%x =~ Tmod(55).

(b) Solve the system of simultaneous congruences

x =2 2(mod3), x =2 3(mod5),x = 2(mod7).



12. (a) Suppose a, b € N such that gcd(a, b) = 1. Prove that gcd(a™, b") = 1, for
m,n €N

(b) Use Euclidean algorithm to find integers x and y satisfying
gcd(1769,2378) = 1769x + 2378y

Module —
1T
13. (a) Using Fermat’s factorization method factorise 2'! — 1.
(b) Decrypt the cipher text 1030 1511 0744 1237 1719 that was encrypted

using the
RSA algorithm using the public key (N, ) = (2623,869) .

14. (a) Determine the quadratic residues and non-residues modulo 13.
(b) Show that ¢ (n) = @ (2n), if n is odd.

Module-III

15. (a) Prove that GL,(R) is a non abelian group.

0, if o is even .
(b) Let @: S, — Z, defined by @( 6) = . . Prove that @ is a
1, if o is odd

homomorphism.
Also find Ker @ .

16. (a) Show that every subgroup of an abelian group is normal.

(b) Let @: G — G’ where G and G’ are groups. Prove that @ is an
isomorphism if and only if Ker @ = {e}.

Module-1V
17. (a) Prove that an even permutation cannot be the product of an odd number of

transpositions
(b) Show that every permutation 6 € S, is a product of unique disjoint cycles.

18. (a) Show that if o is a cycle of odd length then 62 is a cycle.
(b) Check whether (Q\{O}, .) is a cyclic group.

Module- V

19. (a) Show that every field is a domain. Is the converse of the statement true ? Justify.

(b) Write all the units of the Gaussian integers Z [i].

20. (a) Prove that every principal ideal domain is a unique factorisation domain.

(b) Let R be a non-commutative ring. Prove that R/P is a domain if P is a prime
ideal.



Teaching Plan

SL No. Of
No Topic Lecture
Hours
1 Elementary Number Theory 8 Hours
1.1 | Division with remainder 1
1.2 | Congruence 1
1.3 | Properties of Congruence 1
1.4 | Greatest Common divisor 1
1.5 | Euclidean algorithm 1
1.6 | Relatively prime numbers 1
1.7 | Chinese Remainder Theorem 1
1.8 | Euler’s Theorem 1
2 Prime Numbers 9 Hours
2.1 | Basic Results 1
2.2 | unique factorisation 1
2.3 | Computing ¢ —function 1
2.4 | RSA explained 1
2.5 | Fermat’s Little theorem, Pseudoprimes 1
2.6 | Factorisation algorithms- Fermat’s algorithm 1
2.7 | Fermat-Kraitchik algorithm 1
2.8 | Quadratic residue 1
2.9 | Quadratic residue applications 1
3 Introduction to Groups 9 Hours
3.1 | Definition 1
3.2 | Basic Properties 1
3.3 | Examples 1
3.4 | Subgroups 1
3.5 | Cosets 1




3.6 | Normal Subgroups 1
3.7 | Quotient Groups 1
3.8 | Group homomorphisms 1
3.9 | Isomorphism theorem 1
4 Further topics in Group Theory 9 Hours
4.1 | Order of a group element 1
4.2 | Cyclic Groups 1
4.3 | Properties 1
4.4 | Symmetric groups 1
4.5 | Cycles 1
4.6 | Properties 1
4.7 | Simple transpositions 1
4.8 | Bubble sort 1
4.9 | Alternating groups 1
5 Ring Theory 9 Hours
5.1 | Definition, basic properties, 1
5.2 |ideals 1
5.3 | Quotient rings 1
5.4 | Prime and Maximal ideals 1
5.5 | Ring homomorphisms, 1
5.6 | Unique factorisation 1
5.7 |Irreducible elements 1
5.8 | prime elements 1
5.9 [Euclidean domain 1




SEMESTER VII
MINOR



YEAR OF

Category |L|T| P | CREDIT | /0 ODUCTION

MAT481 | FUNCTIONAL ANALYSIS

VAC 3]1(0 4 2019

Preamble: This course will cover the foundations of functional analysis in the context of basic real
analysis, Metric spaces, Banach spaces and Hilbert spaces. Students learn various types of distances
and associated results in these spaces. The important notion of linear functionals and duality will be
developed in Banach space. An introduction to the concept of orthonormal sequences in Hilbert
spaces enables them to efficiently handle with a variety of applications in engineering problems.

Prerequisite: Basic knowledge in set theory and linear algebra

Course Outcomes: After the completion of the course the student will be able to

Explain the concept and analytical properties of the real number system (Cognitive
CoO1

knowledge level: Understand).

Ilustrate the concept of metric space and discuss the properties interior, closure, denseness
CcO2 N . i

and separability in a metric space (Cognitive knowledge level: Understand).

Explain the concepts of Cauchy sequence, completeness and Banach spaces and apply
Cco3 : e

these concepts to metric and Banach spaces (Cognitive knowledge level: Apply).
CO4 Demonstrate the concepts of linear operator, linear functional, dual basis and dual space of

normed linear spaces (Cognitive knowledge level: Understand).

Explain the notions of inner product and Hilbert space and apply the tools to construct
CO5 A o

orthonormal sequences in Hilbert spaces (Cognitive knowledge level: Apply).

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | POI2
COl 3 2 1 2 2
CO2 3 3 2 2 1 2 2
CO3 3 3 2 2 1 2 2
CO4 3 3 2 2 1 2 2
CO5 3 3 2 2 1 2 2




Abstract POs defined by National Board of Accreditation

PO# Broad PO PO# Broad PO
PO1 | Engineering Knowledge PO7 | Environment and Sustainability
PO2 | Problem Analysis PO8 | Ethics
PO3 | Design/Development of solutions PO9 | Individual and team work
PO Conduct investigations of complex P010 | Communication

problems
POS5 | Modern tool usage POI11 | Project Management and Finance
PO6 | The Engineer and Society PO12 | Life long learning

Assessment Pattern

Continuous Assessment Tests(%) End Semester

Bloom’s Category

1 2 Examination(%)
Remember 20 20 20
Understand 30 30 30
Apply 50 50 50
Analyse
Evaluate
Create

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment - Test : 25 marks
Continuous Assessment - Assignment : 15 marks

Internal Examination Pattern:

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall be
preferably conducted after completing the first half of the syllabus and the second series test shall be

preferably conducted after completing remaining part of the syllabus. There will be two parts: Part A



and Part B. Part A contains 5 questions (preferably, 2 questions each from the completed modules
and 1 question from the partly completed module), having 3 marks for each question adding up to 15
marks for part A. Students should answer all questions from Part A. Part B contains 7 questions
(preferably, 3 questions each from the completed modules and 1 question from the partly completed

module), each with 7 marks. Out of the 7 questions, a student should answer any 5.

End Semester Examination Pattern:

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from each
module, having 3 marks for each question. Students should answer all questions. Part B contains 2
questions from each module of which a student should answer any one. Each question can have

maximum 2 sub-divisions and carries 14 marks.

Syllabus

Module 1 (Real Analysis) (9 hours)
(Text 1 - Relevant topics from sections 1.3, 2.3, 3.1, 3.2, 3.3, 3.4, 3.5, 8.1)

Denumerable set, Countable set, Supremum and Infimum of a set, Sequence of real numbers,
Convergent and Divergent sequence, Limit, Bounded sequence, Monotone sequence, Monotone
convergence Theorem(without proof), Subsequence, Bolzano-Weierstrass theorem(without proof) ,
Cauchy sequence, Cauchy convergence criterion, Sequence of functions, Pointwise convergence,
Uniform convergence, Uniform norm

Module 2 (Metric Space) (9 hours)
(Text 2 - Relevant topics from sections 1.1, 1.2, 1.3, 1.4[1.4-1 to 1.4- 2])

Metric Space: R", C", [*®°, C|a, b], Discrete space, Sequence space, B(A), [, Subspace, Holder
inequality (without proof), Cauchy- Schwarz inequality (without proof), Minkowski inequality
(without proof), Open set, Closed set, Neighbourhood, Interior, Continuous function, Accumulation
point, Closure, Dense set, Separable space, Convergence of sequence, Limit, Bounded sequence.

Module 3 (Complete Metric Space and Normed space) (8 hours)
(Text 2 - Relevant topics from sections 1.4[1.4-3 to 1.4-8], 1.5, 2.1, 2.2)

Cauchy sequence in a metric space, Complete Metric Space, Completeness of
R", C", [®, Cla,b], Convergent Sequence space, [, Examples of incomplete metric spaces,
Vector space with examples, Normed space, Banach space: R™ C", [®, Cla,b], Metric induced
by norm, Examples of incomplete normed spaces



Module 4 (Space of Functionals and Operators) (9 hours)
(Text 2 - Relevant topics from sections 2.3, 2.6, 2.7, 2.8, 2.9, 2.10)

Properties of Normed Spaces ,Subspaces , Closed subspace, Schauder basis, Linear Operator, Range
, Null space, Bounded Linear Operator, Norm of an operator, Linear operator on a finite dimensional
space, Continuous linear operator, Relation between bounded and continuous operators, Linear
functional, bounded linear functional, Algebraic dual space, Dual basis, Space B(X.)Y) ,
Completeness of B(X,Y)(without proof), Dual space X’ , Examples of dual space

Module - 5 (Hilbert Spaces) (10 hours)
(Text 2 - Relevant topics from sections 3.1, 3.2, 3.3, 3.4)

Inner Product Space, Hilbert Space, Parallelogram equality, Orthogonality, Examples of Hilbert
Spaces — R™, C", >, Examples of Non-Hilbert spaces - [’ with p # 2, C[a,b], Polarization
identity, Further properties of inner product spaces - Schwartz inequality, Triangle inequality,
Continuity of inner product, Subspace of an inner product space and Hilbert Space, Subspace
Theorem, Convex set, Minimizing vector Theorem (without proof), Orthogonality Lemma (without
proof), Direct sum, Orthogonal complement, Direct sum Theorem, Orthogonal projection, Null space
Lemma, Closed subspace Lemma, Dense set Lemma, Orthonormal sets and sequences, Examples
and properties, Bessel inequality, Gram-Schmidt process (without proof).

Text Book

1. Robert G. Bartle and Donald R. Sherbert, Introduction to Real Analysis, JohnWiley &
Sons, Inc., 4th Edition, 2011.

2. Erwin Kreyszig, Introductory Functional Analysis with Applications, John Wiley & Sons
(Asia) Pte Ltd.

Reference Books

1. Ajit Kumar, S. Kumaresan, A Basic Course in Real Analysis, CRC Press.
2. Herbert S. Gaskill, P P Narayanaswami, Elements of Real Analysis, Pearson.

3. Hiroyuki Shima, Functional Analysis for Physics and Engineering — An introduction,
CRC Press, Taylor & Francis Group.

4. Balmohan V. Limaye, Linear Functional Analysis for Scientists and Engineers, Springer,
Singapore, 2016.

5. Rabindranath Sen, A First Course in Functional Analysis- Theory and Applications,
Anthem Press - An imprint of Wimbledon Publishing Company.

6. M. Tamban Nair, Functional Analysis- A first course, Prentice Hall of India Pvt. Ltd.

Assignments

Assignments should include specific problems highlighting the applications of the methods
introduced in this course in science and engineering.



Course Level Assessment Questions
Course Outcome 1 (CO1)

1. Show that set of odd numbers greater than 10 is countable by finding a
bijection

n—oo \ N +

2
2. Show that lim ( n1> = 2, by using the definition|e — K ()] of limit

3. State Bolzano-Weierstrass theorem
Course Outcome 2 (CO2)
L Let X =R* = (21,22),y = (y1,42) € X. Define d(z,y) =| 21 — y1 |-
Check whether d is a metric on X7

2. Show that A = {(z,y) € R?/2? + y* < 2y} is open in R? under the
Euclidean metric.

3. Suppose f: X — Y is a constant function between metric spaces, say
f(x) =yo for all x € X. Show that f is continuous.
Course Outcome 3 (CO3)

1. Show that [*° is a complete metric space

2. Let X be the set of all integers and d(x,y) = |z — y|. Show that (X, d)
is a complete metric space.

3. Prove that Cla,b] is vector space
Course Outcome 4 (CO4)

1. If T is a linear operator, then show that range R(T') is a vector space
2. Find the dual basis of the basis {(1,0,0), (0,1,0),(0,0,1)} for R?
3. Show that f(z) = sup,c; x(t), where J = [a, b] defines a linear functional
on Cla,b]. Does it bounded?
Course Outcome 5 (CO5)

1. Show that every inner product space V is a normed space.

2. If z, y are two elements in a Hilbert space with || z || =2, y || = 3 and
| z+y | =5, then find the value of || z —y ||?

3. Construct an orthonormal sequence of vectors {eq, es, €3} in the Hilbert
space R? using the sequence of vectors {1, zo, 13} where xy = (1,1,1), 29 =
(0,1,1),z3 = (0,0,1)



Model Question Paper

No. of Pages: QP CODE

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
SEVENTH SEMESTER B.TECH (MINOR) DEGREE EXAMINATION, MONTH & YEAR
Course Code: MAT481

Course Name: Functional Analysis

Max. Marks: 100 Duration: 3 hours

PART A

Answer all Questions. Each question carries 3 Marks

1
1. Let S = {1 - — / n e N}. Find infimum and supremum of S.
n

2. Show that a sequence in R can have at most one limit

3. Does d(x,y) = |x — y| define a metric on R? Justify.

4. Show that A° = A, for any subset A of a discrete metric space (X ; d). [A° : Interior of A |
5. Define metric induced norm and give an example

6. Show that C[CL, b] is a vector space

7. If T' is a linear operator, then show that null space [N (T) is a vector space

8. Find a Schauder basis for the normed space 2 Justify

9. Let V be the1 vector space of polynomials with inner product defined by
(f,9) = /0 f(t)g(t) dt, where f(t) =t +2, g(t) = 3t — 2. Find || f — g|.

10. Define orthogonal complement Y ' in a Hilbert space H. Also show that Ytisa
subspace of H

PART B
Answer any one full question from each module
Module-1
11. (a) Show that convergent sequence of real numbers is bounded (7)
(b) Check whether the sequence ($2€_"$) converges uniformly on [0, 00). Justify (7)
OR
12. (a) Show that the set @ of all rational numbers is denumerable (7)

(b) Prove that a sequence (fn) of bounded functions on A C R converges uniformly

on A to f if and only if sup{|fn(x) — f(x)|/z € A} — 0 (7)

1



13.

14.

15.

16.

17.

18.

19.

20.

Module-2

(a) If (X, d) is any metric space, show that d; = % is also a metric on X. (7)

(b) Let (X, d) be a metric space and A, B be subsets of X. Show that AUB = AU B

(7) [A :Closure of A]

OR
(a) Show that the space £ with 1 < p < 400 is separable. (7)
(b) Let X = (X, d) be a metric space. If ;,, —> = and ¥, —> ¥, then show that
d(Tn, yn) — d(z,y) (7)
Module-3
(a) Let X be the set of all integers and d(z,y) = | — y|. Find the general form of a
Cauchy sequence in the metric space (X, d (9)
(b) Give an example of a incomplete normed space. Justify (5)
OR
(a) Show that the space [*° is Banach space 9)
(b) Show that every convergent sequence in a metric space is a Cauchy sequence (5)
Module-4
(a) If X is the space of ordered 7 tuples of real numbers and ||z || = max|&;|, where
T = (51, Egy e e ,gn) What is the corresponding norm on the dual space X' (7)
§j
(b) Show that the operator 1" : [*® — [*° defined by T'(z) = (n;), n; = =, = = (&)
is a bounded linear operator (7)
OR

(a) Show that every linear operator on a finite dimensional normed space X is bounded (7)
(b) Find the norm of operator T : [ — [? defined by T'(x) = <i—j) for each © = (§;)
(7)

Module-5
(a) Prove that the space ? is a Hilbert space with inner product defined by
(w,9) = 2255 &7 (7)
(b) If Y is a finite dimensional subspace of a Hilbert space H ,
then show that Y is complete. (7)
OR

(a) Show that a subspace Y of a Hilbert space H is closed in H if and only if Y = Y +4(7)

(b) Let 21 (t) = t2, I2(t) =1, xg(t) = 1. Orthonormalize T1, X2, T3 in this order, on the
1

interval [—1, 1] with respect to the inner product (z,y) = / x(t)y(t) dt (7)
1

skkokoskoskk



Teaching Plan

No Topic Lecture
1 Real Analysis (9 hours)
1.1 | Denumerable set ,Countable set, Supremum and Infimum of a set 1
1.2 | Sequence of real numbers, Convergent sequence 1
1.3 | Limit, Divergent sequence 1
14 Bounded sequence, Monotone sequence, Monotone convergence 1
Theorem(without proof)
1.5 [ Subsequence, Bolzano-Weierstrass theorem(without proof) 1
1.6 | Cauchy sequence, Cauchy convergence criterion 1
1.7 | Sequence of functions, Pointwise convergence 1
1.8 | Uniform convergence 1
1.9 | Uniform norm 1
2 Metric Space (9 hours)

2.1 [Metric Space: R", C", [*® 1
2.2 | Cla,b], Discrete space, Sequence space 1
Space of bounded functions —B(A), [”, Subspace, Holder inequality (without
2.3 |proof), Cauchy- Schwarz inequality (without proof), Minkowski inequality 1

(without proof)
2.4 | Open set, Closed set 1
2.5 | Neighbourhood, Interior 1
2.6 | Continuous function, Accumulation point 1
2.7 | Closure, Dense set 1
2.8 | Separable space 1
2.9 [ Convergence of sequence, Limit, Bounded sequence 1
3 Complete Metric Space and Normed space (8 hours)
3.1 | Cauchy sequence, Complete Metric Space 1
3.2 | Completeness of R", C" 1
3.3 | Completeness of [, Cla, b] 1




3.4 | Completeness of Convergent Sequence space, [/

3.5 | Examples of incomplete metric spaces

3.6 | Vector space with examples, Normed space

3.7 |Banach space: R", C", [®, Cla,b]

3.8 | Metric induced by norm, Examples of incomplete normed spaces

4 Space of Functionals and Operators (9 hours)

4.1 [ Properties of Normed Spaces ,Subspaces

4.2 [ Closed subspace, Schauder basis

4.3 [ Linear Operator, Range , Null space

44 Bounded Linear Operator, Norm of an operator, Linear operator on a finite
dimensional space

45 Continuous linear operator, Relation between bounded and continuous
operators

4.6 | Linear functional, bounded linear functional

4.7 | Algebraic dual space, Dual basis

4.8 | Space B(X,Y), Completeness of B(X,Y)(without proof)

4.9 |Dual space X', Examples of dual space

5 Hilbert Space (10 hours)

5.1 | Inner Product Space, Hilbert Space, Parallelogram equality, Orthogonality

5.2 | Examples of Hilbert Spaces: R", C", [?

53 Examples of Non-Hilbert spaces- [’ withp # 2, Cla,b], Polarization
identity.

5.4 | Schwartz inequality, Triangle inequality, Continuity of Inner product.

5.5 | Subspace of an inner product space and Hilbert Space, Subspace Theorem.

56 Convex set, Minimizing vector Theorem (without proof), Orthogonality
Lemma (without proof), Direct sum, Orthogonal complement.

5.7 | Direct Sum Theorem, Orthogonal Projection, Null space Lemma

5.8 | Closed subspace Lemma, Dense set Lemma, Orthonormal sets and sequences

5.9 | Examples and properties of Orthonormal sets, Bessel inequality.

5.10 | Gram-Schmidt process (without proof).
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HUN
102

PROFESSIONAL COMMUNICATION

CATEGORY

CREDIT

MNC

Preamble: Clear, precise, and effective communication has become a sine qua non in today's

information-driven world given its interdependencies and seamless connectivity. Any aspiring

professional cannot but master the key elements of such communication. The objective of this

course is to equip students with the necessary skills to listen, read, write, and speak so as to

comprehend and successfully convey any idea, technical or otherwise, as well as give them the

necessary polish to become persuasive communicators.

Prerequisite: None

Course Outcomes: After the completion of the course the student will be able to

co1 Develop vocabulary and language skills relevant to engineering as a profession

co2 Analyze, interpret and effectively summarize a variety of textual content

co3 Create effective technical presentations

co4 Discuss a given technical/non-technical topic in a group setting and arrive at
generalizations/consensus

Cco5 Identify drawbacks in listening patterns and apply listening techniques for specific needs

CcO6 Create professional and technical documents that are clear and adhering to all the

necessary conventions

Mapping of course outcomes with program outcomes

PO1 | PO2 [ PO3 |PO4 |PO5 (PO6 |PO7 |PO8 (PO9 | PO PO PO
10 11 12
co1 3
co2 1
co3 1 1 3
co4 3 1
Co5 1 2 3
coe6 |1 1 1 3

Mark distribution

Total Marks

CIE ESE ESE Duration

100

50 50 2 hours




Continuous Internal Evaluation
Total Marks: 50

Attendance : 10 marks

Regular assessment : 25 marks

Series test (one test only, should include verbal aptitude for placement and higher studies, this test
will be conducted for 50 marks and reduced to 15) : 15 marks

Regular assessment

Project report presentation and Technical presentation through PPT : 7.5 marks

Listening Test : 5 marks

Group discussion/mock job interview : 7.5 marks

Resume submission : 5 marks

End Semester Examination
Total Marks: 50, Time: 2 hrs.

Course Level Assessment Questions

Course Outcome 1 (CO1):
1. List down the ways in which gestures affect verbal communication.
2. Match the words and meanings

Ambiguous promotion

Bona fide referring to whole
Holistic not clear
Exaltation genuine

3. Expand the following Compound Nouns - a. Water supply. b. Object recognition. c. Steam
turbine
Course Outcome 2 (CO2)
1. Read the passage below and prepare notes:

Mathematics, rightly viewed, possesses not only truth, but supreme beauty—a beauty cold and
austere, like that of sculpture, without appeal to any part of our weaker nature, without the
gorgeous trappings of painting or music, yet sublimely pure, and capable of a stern perfection such
as only the greatest art can show. The true spirit of delight, the exaltation, the sense of being more
than man, which is the touchstone of the highest excellence, is to be found in mathematics as surely
as in poetry. What is best in mathematics deserves not merely to be learnt as a task, but to be
assimilated as a part of daily thought, and brought again and again before the mind with ever-
renewed encouragement. Real life is, to most men, a long second-best, a perpetual compromise
between the ideal and the possible; but the world of pure reason knows no compromise, no
practical limitations, no barrier to the creative activity embodying in splendid edifices the passionate
aspiration after the perfect from which all great work springs. Remote from human passions, remote
even from the pitiful facts of nature, the generations have gradually created an ordered cosmos,
where pure thought can dwell as in its natural home, and where one, at least, of our nobler impulses
can escape from the dreary exile of the actual world.

So little, however, have mathematicians aimed at beauty, that hardly anything in their work has had
this conscious purpose. Much, owing to irrepressible instincts, which were better than avowed



beliefs, has been moulded by an unconscious taste; but much also has been spoilt by false notions of
what was fitting. The characteristic excellence of mathematics is only to be found where the
reasoning is rigidly logical: the rules of logic are to mathematics what those of structure are to
architecture. In the most beautiful work, a chain of argument is presented in which every link is
important on its own account, in which there is an air of ease and lucidity throughout, and the
premises achieve more than would have been thought possible, by means which appear natural and
inevitable. Literature embodies what is general in particular circumstances whose universal
significance shines through their individual dress; but mathematics endeavours to present whatever
is most general in its purity, without any irrelevant trappings.

How should the teaching of mathematics be conducted so as to communicate to the learner as much
as possible of this high ideal? Here experience must, in a great measure, be our guide; but some
maxims may result from our consideration of the ultimate purpose to be achieved.

- From "On the teaching of mathematics" — Bertrand Russell

2. Enumerate the advantages and disadvantages of speed reading. Discuss how it can impact
comprehension.

Course Outcome 3(CO3):

1. What are the key elements of a successful presentation?

2. Elucidate the importance of non-verbal communication in making a presentation

3. List out the key components in a technical presentation.

Course Outcome 4 (CO4):

1. Discuss: 'In today's world, being a good listener is more important than being a good
Speaker.'

2. Listen to a video/live group discussion on a particular topic, and prepare a brief summary of
the proceedings.

3. Listthe do'sand don'ts in a group discussion.

Course Outcome 5 (CO5):

1. Watch a movie clip and write the subtitles for the dialogue.

2. What do you mean by barriers to effective listening? List ways to overcome each of these.

3. What are the different types of interviews? How are listening skills particularly important in
Skype/telephonic interviews?

Course Outcome 6 (CO6):

1. Explain the basic structure of a technical report.

2. You have been offered an internship in a much sought-after aerospace company and are
very excited about it. However, the dates clash with your series tests. Write a letter to the
Manager — University Relations of the company asking them if they can change the dates to
coincide with your vacation.

3. You work in a well-reputed aerospace company as Manager — University Relations. You are
in charge of offering internships. A student has sent you a letter requesting you to change
the dates allotted to him since he has series exams at that time. But there are no vacancies
available during the period he has requested for. Compose an e-mail informing him of this
and suggest that he try to arrange the matter with his college.



Syllabus
Module 1

Use of language in communication: Significance of technical communication Vocabulary
Development: technical vocabulary, vocabulary used in formal letters/emails and reports, sequence
words, misspelled words, compound words, finding suitable synonyms, paraphrasing, verbal
analogies. Language Development: subject-verb agreement, personal passive voice, numerical
adjectives, embedded sentences, clauses, conditionals, reported speech, active/passive voice.

Technology-based communication: Effective email messages, slide presentations, editing skills using
software. Modern day research and study skills: search engines, repositories, forums such as Git
Hub, Stack Exchange, OSS communities (MOOC, SWAYAM, NPTEL), and Quora; Plagiarism

Module 2

Reading, Comprehension, and Summarizing: Reading styles, speed, valuation, critical reading,
reading and comprehending shorter and longer technical articles from journals, newspapers,
identifying the various transitions in a text, SQ3R method, PQRST method, speed reading.
Comprehension: techniques, understanding textbooks, marking and underlining, Note-taking:
recognizing non-verbal cues.

Module 3

Oral Presentation: Voice modulation, tone, describing a process, Presentation Skills: Oral
presentation and public speaking skills, business presentations, Preparation: organizing the material,
self-Introduction, introducing the topic, answering questions, individual presentation practice,
presenting visuals effectively.

Debate and Group Discussions: introduction to Group Discussion (GD), differences between GD and
debate; participating GD, understanding GD, brainstorming the topic, questioning and clarifying, GD
strategies, activities to improve GD skills

Module 4

Listening and Interview Skills Listening: Active and Passive listening, listening: for general content, to
fill up information, intensive listening, for specific information, to answer, and to understand.
Developing effective listening skills, barriers to effective listening, listening to longer technical talks,
listening to classroom lectures, talks on engineering /technology, listening to documentaries and
making notes, TED talks.

Interview Skills: types of interviews, successful interviews, interview etiquette, dress code, body
language, telephone/online (skype) interviews, one-to-one interview & panel interview, FAQs
related to job interviews



Module 5

Formal writing: Technical Writing: differences between technical and literary style. Letter Writing
(formal, informal and semi formal), Job applications, Minute preparation, CV preparation
(differences between Bio-Data, CV and Resume), and Reports. Elements of style, Common Errors in
Writing: describing a process, use of sequence words, Statements of Purpose, Instructions,
Checklists.

Analytical and issue-based Essays and Report Writing: basics of report writing; Referencing Style
(IEEE Format), structure of a report; types of reports, references, bibliography.

Lab Activities

Written: Letter writing, CV writing, Attending a meeting and Minute Preparation, Vocabulary
Building

Spoken: Phonetics, MMFS (Multimedia Feedback System), Mirroring, Elevator Pitch, telephone
etiquette, qualities of a good presentation with emphasis on body language and use of visual aids.
Listening: Exercises based on audio materials like radio and podcasts. Listening to Song. practice and
exercises.

Reading: Speed Reading, Reading with the help of Audio Visual Aids, Reading Comprehension Skills
Mock interview and Debate/Group Discussion: concepts, types, Do’s and don’ts- intensive practice

Reference Books

English for Engineers and Technologists (Combined edition, Vol. 1 and 2), Orient Blackswan 2010.
Meenakshi Raman and Sangeetha Sharma,”Technical Communication: Principles and Practice”, 2nd
Edition, Oxford University Press, 2011

Stephen E. Lucas, "The Art of Public Speaking", 10" Edition; McGraw Hill Education, 2012.

Ashraf Rizvi, "Effective Technical Communication", 20° Edition, McGraw Hill Education, 2017.

William Strunk Jr. & E.B. White, "The Elements of Style", 4" Edition, Pearson, 1999.

David F. Beer and David McMurrey, Guide to writing as an Engineer, John Willey. New York, 2004.
Goodheart-Willcox, "Professional Communication", First Edition , 2017.

O NSO U AW

Training in Interpersonal Skills: Tips for Managing People at Work, Pearson Education, India, 6 edition,

2015.

9. The Ace of Soft Skills: Attitude, Communication and Etiquette for Success, Pearson Education; 1
edition, 2013.

10. Anand Ganguly, “Success in Interview”, RPH, 5th Edition, 2016.

11. Raman Sharma, “Technical Communications”, Oxford Publication, London, 2004.
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CODE
MCN201

SUSTAINABLE ENGINEERING

CATEGORY | L | T

CREDIT

NIL

Preamble: Objective of this course is to inculcate in students an awareness of environmental issues and the
global initiatives towards attaining sustainability. The student should realize the potential of technology in
bringing in sustainable practices.

Prerequisite: NIL

Course Outcomes: After the completion of the course the student will be able to

COo1

direction

Understand the relevance and the concept of sustainability and the global initiatives in this

COo2

solutions

Explain the different types of environmental pollution problems and their sustainable

CO3

Discuss the environmental regulations and standards

COo4

Outline the concepts related to conventional and non-conventional energy

CO5

Demonstrate the broad perspective of sustainable practices by utilizing engineering
knowledge and principles

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS|POG6 | PO7 |POS8|POY | PO PO PO

10 11 12
Col1 2 3 2
CO2 2 3 2
COo3 2 3 2
CO4 2 3 2
COS5 2 3 2

Assessment Pattern

Mark distribution

Bloom’s Category

Continuous Assessment Tests

End Semester Examination

1 2
Remember 20 20 40
Understand 20 20 40
Apply 10 10 20
Analyse
Evaluate
Create

Continuous Internal Evaluation Pattern:

Attendance

Continuous Assessment Test (2 numbers)

Assignment/Quiz/Course project

: 10 marks
: 25 marks
: 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10 questions with 2

questions from each module, having 3 marks for each question. Students should answer all questions. Part B contains 2

questions from each module of which student should answer any one. Each question can have maximum 2 sub-divisions

and carry 14 marks.




Total Marks | CIE ESE ESE Duration

150 50 100 3 hours

Course Level Assessment Questions

Course Outcome 1 (CO1): Understand the relevance and the concept of sustainability and the global initiatives in this
direction

1. Explain with an example a technology that has contributed positively to sustainable development.
2. Write a note on Millennium Development Goals.

Course Outcome 2 (CO2): Explain the different types of environmental pollution problems and their sustainable
solutions

1. Explain the 3R concept in solid waste management?
2. Write a note on any one environmental pollution problem and suggest a sustainable solution.

3. In the absence of green house effect the surface temperature of earth would not have been suitable for survival
of life on earth. Comment on this statement.

Course Outcome 3(CO3): Discuss the environmental regulations and standards
1. Tllustrate Life Cycle Analysis with an example of your choice.

2. “Nature is the most successful designer and the most brilliant engineer that has ever evolved”. Discuss.

Course Outcome 4 (CO4): Outline the concepts related to conventional and non-conventional energy
1. Suggest a sustainable system to generate hot water in a residential building in tropical climate.

2. Enumerate the impacts of biomass energy on the environment.

Course Outcome 5 (CO5): Demonstrate the broad perspective of sustainable practices by utilizing engineering
knowledge and principles

1. Suggest suitable measures to make the conveyance facilities used by your institution sustainable.
Model Question paper
Part A
(Answer all questions. Each question carries 3 marks each)
1. Define sustainable development.
2. Write a short note on Millennium Development Goals.
3. Describe carbon credit.
4. Give an account of climate change and its effect on environment.
5. Describe biomimicry? Give two examples.
6. Explain the basic concept of Life Cycle Assessment.

7. Name three renewable energy sources.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Mention some of the disadvantages of wind energy.
Enlist some of the features of sustainable habitat.
Explain green engineering.

Part B

(Answer one question from each module. Each question carries 14 marks)

Discuss the evolution of the concept of sustainability. Comment on its relevance in the modern world.

OR

Explain Clean Development Mechanism.

Explain the common sources of water pollution and its harmful effects.
OR

Give an account of solid waste management in cities.

Explain the different steps involved in the conduct of Environmental Impact Assessment.

OR
Suggest some methods to create public awareness on environmental issues.
Comment on the statement, “Almost all energy that man uses comes from the Sun”.
OR
Write notes on:
a. Land degradation due to water logging.
b. Over exploitation of water.
Discuss the elements related to sustainable urbanisation.
OR

Discuss any three methods by which you can increase energy efficiency in buildings.



Syllabus

Sustainability- need and concept, technology and sustainable development-Natural resources and their pollution, Carbon
credits, Zero waste concept. Life Cycle Analysis, Environmental Impact Assessment studies, Sustainable habitat, Green
buildings, green materials, Energy, Conventional and renewable sources, Sustainable urbanization, Industrial Ecology.

Module 1

Sustainability: Introduction, concept, evolution of the concept; Social, environmental and economic sustainability
concepts; Sustainable development, Nexus between Technology and Sustainable development; Millennium Development
Goals (MDGs) and Sustainable Development Goals (SDGs), Clean Development Mechanism (CDM).

Module 2

Environmental Pollution: Air Pollution and its effects, Water pollution and its sources, Zero waste concept and 3 R
concepts in solid waste management; Greenhouse effect, Global warming, Climate change, Ozone layer depletion,
Carbon credits, carbon trading and carbon foot print, legal provisions for environmental protection.

Module 3

Environmental management standards: ISO 14001:2015 frame work and benefits, Scope and goal of Life Cycle Analysis
(LCA), Circular economy, Bio-mimicking, Environment Impact Assessment (EIA), Industrial ecology and industrial
symbiosis.

Module 4

Resources and its utilisation: Basic concepts of Conventional and non-conventional energy, General idea about solar
energy, Fuel cells, Wind energy, Small hydro plants, bio-fuels, Energy derived from oceans and Geothermal energy.

Module 5

Sustainability practices: Basic concept of sustainable habitat, Methods for increasing energy efficiency in buildings,
Green Engineering, Sustainable Urbanisation, Sustainable cities, Sustainable transport.

Reference Books

1. Allen, D. T. and Shonnard, D. R., Sustainability Engineering: Concepts, Design and Case Studies, Prentice Hall.
2. Bradley. A.S; Adebayo,A.O., Maria, P. Engineering applications in sustainable design and development,
Cengage learning

3. Environment Impact Assessment Guidelines, Notification of Government of India, 2006

4.Mackenthun, K.M., Basic Concepts in Environmental Management, Lewis Publication, London, 1998

5.ECBC Code 2007, Bureau of Energy Efficiency, New Delhi Bureau of Energy Efficiency Publications-Rating
System, TERI Publications - GRIHA Rating System

6.Ni bin Chang, Systems Analysis for Sustainable Engineering: Theory and Applications, McGraw-Hill
Professional.

7. Twidell, J. W. and Weir, A. D., Renewable Energy Resources, English Language Book Society (ELBS).

8.Purohit, S. S., Green Technology - An approach for sustainable environment, Agrobios Publication



Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Sustainability
1.1 Introduction, concept, evolution of the concept 1
1.2 Social, environmental and economic sustainability concepts 1
1.3 Sustainable development, Nexus between Technology and Sustainable | 1
development
1.4 Millennium Development Goals (MDGs) and Sustainable Development Goals | 1
(SDGs)
1.5 Clean Development Mechanism (CDM) 1
2 Environmental Pollution
2.1 Air Pollution and its effects 1
2.2 Water pollution and its sources 1
2.3 Zero waste concept and 3 R concepts in solid waste management 1
2.4 Greenhouse effect, Global warming, Climate change, Ozone layer depletion 1
2.5 Carbon credits, carbon trading and carbon foot print. 1
2.6 Legal provisions for environmental protection. 1
3 Environmental management standards
3.1 Environmental management standards 1
3.2 ISO 14001:2015 frame work and benefits 1
33 Scope and Goal of Life Cycle Analysis (LCA) 1
34 Circular economy, Bio-mimicking 1
3.5 Environment Impact Assessment (EIA) 1
3.6 Industrial Ecology, Industrial Symbiosis 1
4 Resources and its utilisation
4.1 Basic concepts of Conventional and non-conventional energy 1
4.2 General idea about solar energy, Fuel cells 1
43 Wind energy, Small hydro plants, bio-fuels 1
4.4 Energy derived from oceans and Geothermal energy 1
5 Sustainability Practices
5.1 Basic concept of sustainable habitat 1
5.2 Methods for increasing energy efficiency of buildings 1
53 Green Engineering 1
5.4 Sustainable Urbanisation, Sustainable cities, Sustainable transport 1




CODE COURSE NAME CATEGORY L T P | CREDIT
0|0 2

EST 200 DESIGN AND ENGINEERING

Preamble:

The purpose of this course is to

i) introduce the undergraduate engineering studentsthe fundamental principles of
design engineering,

ii) make them understand the steps involved in the design process and

iii) familiarize them with the basic tools used and approaches in design.

Students are expected to apply design thinking in learning as well as while practicing

engineering, which is very important and relevant for today. Case studies from various

practical situations will help the students realize that design is not only concerned about the

function but also many other factors like customer requirements, economics, reliability, etc.

along with a variety of life cycle issues.

The course will help students to consider aesthetics, ergonomics and sustainability factors in

designs and also to practice professional ethics while designing.

Prerequisite:

Nil.The course will be generic to all engineering disciplines and will not require specialized

preparation or prerequisites in any of the individual engineering disciplines.

Course Outcomes:

After the completion of the course the student will be able to

CO1 | Explain the different concepts and principles involved in design engineering.
CO2 | Apply design thinking while learning and practicing engineering.
co3 Develop innovative, reliable, sustainable and economically viable designs

incorporating knowledge in engineering.

Mapping of course outcomes with program outcomes

PO1 | PO2 ([PO3 |PO4 |PO5 [PO6 |[PO7 |PO8 |PO9 |PO PO PO
10 11 12

CO1 |2 1 1 1
Co2 2 1 1 2
co3 2 1 1 2 2 1




Assessment Pattern

Continuous Internal Evaluation (CIE) Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination (ESE) Pattern: There will be two parts; Part A and Part B.

Part A : 30 marks

part B : 70 marks

Part A contains 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions.

Part B contains 2 case study questions from each module of which student should answer any one.
Each question carry 14 marks and can have maximum 2 sub questions.

Mark distribution

Total Marks | CIE ESE ESE Duration

150 50 100 3 hours
Bloom’s Category Continuous Assessment Tests End Semester

1 2 Examination

Remember 5 5 10
Understand 10 10 20
Apply 35 35 70
Analyse - - -
Evaluate - - -
Create - - -




Course Level Assessment Questions

Course Outcome 1 (CO1): Appreciate the different concepts and principles involved in design
engineering.

1. State how engineering design is different from other kinds of design

2. List the different stages in a design process.

3. Describedesign thinking.

4. State the function of prototyping and proofing in engineering design.

5. Write notes on the following concepts in connection with design engineering 1) Modular Design,
2) Life Cycle Design, 3) Value Engineering, 4) Concurrent Engineering, and 5) Reverse Engineering

6. State design rights.

Course Outcome 2 (CO2) Apply design thinking while learning and practicing engineering.

1. Construct the iterative process for design thinking in developing simple products like a pen,
umbrella, bag, etc.

2. Show with an example how divergent-convergent thinking helps in generating alternative designs
and then how to narrow down to the best design.

3. Describe how a problem-based learning helps in creating better design engineering solutions.

4. Discuss as an engineer, how ethics play a decisive role in your designs

Course Outcome 3(CO3): Develop innovative, reliable, sustainable and economically viable designs
incorporating different segments of knowledge in engineering.

1. lllustratethe development of any simple product by passing through the different stages of design
process

2. Show thegraphical design communication with the help of detailed 2D or 3D drawings for any
simple product.

3. Describe how to develop new designs for simple products through bio-mimicry.



Model Question paper

Page 1 of 2
Reg No.: Name:
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
THIRD/FOURTH SEMESTER B.TECH DEGREE EXAMINATION
Course Code: EST 200
Course Name: DESIGN AND ENGINEERING
Max. Marks: 100Duration: 3 Hours
PART A

Answer all questions, each question carries 3 marks
Use only hand sketches

(1)Write aboutthe basic design process.

(2) Describe how to finalize the design objectives.

(3) State the role of divergent-convergent questioning in design thinking.

(4) Discuss how to perform design thinking in a team managing the conflicts.
(5) Show how engineering sketches and drawings convey designs.

(6)Explain the role of mathematics and physics in design engineering process.

(7) Distinguish between project-based learning and problem-based learning in design
engineering.

(8) Describe how concepts like value engineering , concurrent engineering and reverse
engineering influence engineering designs?

(9) Show how designs are varied based on the aspects of production methods, life span,
reliability and environment?

(10) Explain how economics influence the engineering designs?

(10x3 marks =30 marks)

PartB
Answer any ONE question from each module. Each question carry 14 marks

Module 1
(11) Show the designing of a wrist watch going through the various stages of the design
process. Use hand sketches to illustrate the processes.
or
(12)Find the customer requirements for designing a new car showroom. Show how the
design objectives were finalized considering the design constraints?



Module 2

(13)lllustrate the design thinking approach for designing a bag for college students within a
limited budget. Describe each stage of the process and the iterative procedure
involved. Use hand sketches to support your arguments.

or

(14)Construct a number of possible designs and then refine them to narrow down to the
best design for a drug trolley used in hospitals. Show how the divergent-convergent
thinking helps in the process. Provide your rationale for each step by using hand
sketches only.

Module 3

(15) Graphically communicate the design of a thermo flask used to keep hot coffee. Draw
the detailed 2D drawings of the same with design detailing, material selection, scale
drawings, dimensions, tolerances, etc. Use only hand sketches.

or

(16)Describe the role of mathematical modelling in design engineering. Show how
mathematics and physics play a role in designing a lifting mechanism to raise 100 kg of
weight to a floor at a height of 10 meters in a construction site.

Module 4
(17) Show the development of a nature inspired design for a solar poweredbus waiting shed
beside a highway. Relate between natural and man-made designs. Use hand sketches
to support your arguments.
or
(18)Show the design of a simple sofa and then depict how the design changes when
considering 1) aesthetics and 2) ergonomics into consideration. Give hand sketches and
explanations to justify the changes in designs.

Module 5

(19)Examine the changes in the design of a foot wear with constraints of 1) production
methods, 2) life span requirement, 3) reliability issues and 4) environmental factors.
Use hand sketches and give proper rationalization for the changes in design.

or

(20)Describe the how to estimate the cost of a particular design using ANY of the following:
i) a website, ii) the layout of a plant, iii) the elevation of a building, iv) anelectrical or
electronic system or device and v) a car.

Show how economics will influence the engineering designs. Use hand sketches to support
your arguments.

(5x14 marks =70 marks)

Page 2 of 2



Syllabus

Module 1

Design Process:- Introduction to Design and Engineering Design, Defining a Design
Process-:Detailing Customer Requirements, Setting Design Objectives, Identifying
Constraints, Establishing Functions, Generating Design Alternatives and Choosing a
Design.

Module 2
Design Thinking Approach:-Introduction to Design Thinking, Iterative Design
Thinking Process Stages: Empathize, Define, Ideate, Prototype and Test. Design
Thinking as Divergent-Convergent Questioning. Design Thinking in a Team
Environment.

Module 3
Design Communication (Languages of Engineering Design):-Communicating
Designs Graphically, Communicating Designs Orally and in Writing. Mathematical
Modeling In Design, Prototyping and Proofing the Design.

Module 4

Design Engineering Concepts:-Project-based Learning and Problem-based Learning
in Design.Modular Design and Life Cycle Design Approaches. Application of Bio-
mimicry,Aesthetics and Ergonomics in Design. Value Engineering, Concurrent
Engineering, and Reverse Engineering in Design.

Module 5
Expediency, Economics and Environment in Design Engineering:-Design for
Production, Use, and Sustainability. Engineering Economics in Design. Design
Rights. Ethics in Design

Text Books

1) YousefHaik, SangarappillaiSivaloganathan, Tamer M. Shahin, Engineering Design Process,
Cengage Learning 2003, Third Edition, ISBN-10: 9781305253285,

2) Voland, G., Engineering by Design, Pearson India 2014, Second Edition, ISBN 9332535051

Reference Books

1.Philip Kosky, Robert Balmer, William Keat, George Wise, Exploring Engineering, Fourth
Edition: An Introduction to Engineering and Design, Academic Press 2015, 4th Edition,
ISBN: 9780128012420.

2. Clive L. Dym, Engineering Design: A Project-Based Introduction, John Wiley & Sons,
New York 2009, Fourth Edition, ISBN: 978-1-118-32458-5

3. Nigel Cross, Design Thinking: Understanding How Designers Think and Work, Berg
Publishers 2011, First Edition, ISBN: 978-1847886361

4. Pahl, G., Beitz, W., Feldhusen, J., Grote, K.-H., Engineering Design: A Systematic
Approach, Springer 2007, Third Edition, [SBN 978-1-84628-319-2



Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Module 1: Design Process
1.1 Introduction to Design and Engineering Design.
What does it mean to design something? How Is
engineering design different from other kinds of design? 1
Where and when do engineers design? What are the basic
vocabularyin engineering design? How to learn and do
engineering design.
1.2 Defining a Design Process-: Detailing Customer
Requirements.
How to do engineering design? Illustrate the process with 1
an example. How to identify the customer requirements of
design?
1.3 Defining a Design Process-: Setting Design Objectives,
Identifying Constraints, Establishing Functions.
How to finalize the design objectives? How to identify the 1
design constraints? How to express the functions a design
in engineering terms?
1.4 Defining a Design Process-: Generating Design
Alternatives and Choosing a Design. .
How to generate or create feasible design alternatives?
How to identify the "best possible design”?
1.5 Case Studies:- Stages of Design Process.
Conduct exercises for designing simple products going 1
through the different stages of design process.
2 Module 2: Design Thinking Approach
2.1 Introduction to Design Thinking
How does the design thinking approach help engineers in 1
creating innovative and efficient designs?
2.2 Iterative Design Thinking Process Stages: Empathize,
Define, Ideate, Prototype and Test.
How can the engineers arrive at better designs utilizing 1
the iterative design thinking process (in which knowledge
acquired in the later stages can be applied back to the
earlier stages)?
2.3 Design Thinking as Divergent-Convergent Questioning.
Describe how to create a number of possible designs and 1
then how to refine and narrow down to the 'best design’.
24 Design Thinking in a Team Environment.
How to perform design thinking as a team managing the 1
conflicts ?
2.5 Case Studies: Design Thinking Approach. .

Conduct exercises using the design thinking approach for




designing any simple products within a limited time and
budget

Module 3: Design Communication (Languages of Engineering Design)

Communicating Designs Graphically.

How do engineering sketches and drawings convey designs?

1

3.2

Communicating Designs Orally and in Writing.

How can a design be communicated through oral
presentation or technical reports efficiently?

First Series Examination

3.3

Mathematical Modelling in Design.

How do mathematics and physics become a part of the
design process?

3.4

Prototyping and Proofing the Design.

How to predict whether the design will function well or not?

3.5

Case Studies: Communicating Designs Graphically.

Conduct exercises for design communication through
detailed 2D or 3D drawings of simple products with
design detailing, material selection, scale drawings,
dimensions, tolerances, etc.

Module 4: Design Engineering Concepts

Project-based Learning and Problem-based Learning in
Design.

How engineering students can learn design engineering
through projects?

How students can take up problems to learn design
engineering?

4.2

Modular Design and Life Cycle Design Approaches.

What is modular approach in design engineering? How it
helps?

How the life cycle design approach influences design
decisions?

4.3

Application of Bio-mimicry, Aesthetics and Ergonomics
in Design.

How do aesthetics and ergonomics change engineering
designs?

How do the intelligence in nature inspire engineering
designs? What are the common examples of bio-mimicry
in engineering?

4.4

Value Engineering, Concurrent Engineering, and Reverse
Engineering in Design.

How do concepts like value engineering , concurrent
engineering and reverse engineering influence
engineering designs?

4.5

Case Studies: Bio-mimicry based Designs.

Conduct exercises to develop new designs for simple




products using bio-mimicry and train students to bring out
new nature inspired designs.

Module 5: Expediency, Economics and Environment in Desig

Engineering

5.1

Design for Production, Use, and Sustainability.

How designs are finalized based on the aspects of
production methods, life span, reliability and
environment?

5.2

Engineering Economics in Design.

How to estimate the cost of a particular design and how
will economics influence the engineering designs?

53

Design Rights.

What are design rights and how can an engineer put it
into practice?

5.4

Ethics in Design.

How do ethics play a decisive role in engineering design?

5.5

Case Studies: Design for Production, Use, and
Sustainability.

Conduct exercises using simple products to show how designs
change with constraints of production methods, life span
requirement, reliability issues and environmental factors.

Second Series Examination




Code. Course Name L T P |Hrs| Credit

HUT 200 Professional Ethics 2 0 0 | 2 2

Preamble:To enable students to create awareness on ethics and human values.
Prerequisite: Nil

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Understand the core values that shape the ethical behaviour of a professional.

CO 2 | Adopt a good character and follow an ethical life.

Explain the role and responsibility in technological development by keeping personal ethics

CO3 .
and legal ethics.

CO 4 Solve' moral and ethical problems through exploration and assessment by established
experiments.

CO s Apply the knowledge of human values and social values to contemporary ethical values and

global issues.

Mapping of course outcomes with program outcomes

PO [PO2 | PO3 | PO4 | PO5|PO6 | PO7 | POS | POY9 | PO1 PO1 | PO1
1 0 1 2
CO1 ) P
C0O2 ) P
CO3 3 2
CO4 3 2
CO5s 3 2
Assessment Pattern
Continuous Assessment Tests
Bloom’s category End Semester Exam
1 2
Remember 15 15 30
Understood 20 20 40
Apply 15 15 30
Mark distribution
Total R
Marks CIE ESE ESE Duration

150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Tests (2 Nos) : 25 marks
Assignments/Quiz : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contains 10 questions
with 2 questions from each module, having 3 marks for each question. Students should answer all questions.
Part B contains 2 questions from each module of which student should answer any one. Each question can have
maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1):
1. Define integrity and point out ethical values.
2. Describe the qualities required to live a peaceful life.

3. Explain the role of engineers in modern society.

Course Outcome 2 (CO2)

1. Derive the codes of ethics.

2. Differentiate consensus and controversy.

3. Discuss in detail about character and confidence.

Course Outcome 3(CO3):

1. Explain the role of professional’s ethics in technological development.
2. Distinguish between self interest and conflicts of interest.

3. Review on industrial standards and legal ethics.

Course Outcome 4 (CO4):

1. Illustrate the role of engineers as experimenters.

2. Interpret the terms safety and risk.

3. Show how the occupational crimes are resolved by keeping the rights of employees.

Course Outcome 5 (COS5):

1. Exemplify the engineers as managers.

2. Investigate the causes and effects of acid rain with a case study.

3. Explorate the need of environmental ethics in technological development.



QP CODE: Reg No:

Model Question paper

PAGES:3 Name

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY THIRD/FOURTH SEMESTER

B.TECH DEGREE EXAMINATION, MONTH & YEAR

Course Code: HUT 200
Course Name: PROFESSIONAL ETHICS

Max. Marks: 100 Duration: 3 Hours

8.

9.

(2019-Scheme)
PART A
(Answer all questions, each question carries 3 marks)
Define empathy and honesty.
Briefly explain about morals, values and ethics.
Interpret the two forms of self-respect.
List out the models of professional roles.
Indicate the advantages of using standards.
Point out the conditions required to define a valid consent?
Identify the conflicts of interests with an example?
Recall confidentiality.

Conclude the features of biometric ethics.

10. Name any three professional societies and their role relevant to engineers.

11.

(10x3 = 30 marks)
PART B
(Answer one full question from each module, each question carries 14 marks)
MODULE I
a) Classify the relationship between ethical values and law?

b) Compare between caring and sharing. (10+4 = 14 marks)

Or

12. a) Exemplify a comprehensive review about integrity and respect for others.



b) Discuss about co-operation and commitment. (8+6 = 14 marks)
MODULE I
13.a) Explain the three main levels of moral developments, deviced by Kohlberg.
b) Differentiate moral codes and optimal codes. (10+4 = 14 marks)
Or
14. a) Extrapolate the duty ethics and right ethics.
b) Discuss in detail the three types of inquiries in engineering ethics (8+6 = 14 marks)
MODULE II1
15.a) Summarize the following features of morally responsible engineers.
(i) Moral autonomy (ii) Accountability
b)Explain the rights of employees (8+6 = 14 marks)
Or
16. a) Explain the reasons for Chernobyl mishap ?
b) Describe the methods to improve collegiality and loyalty. (8+6 = 14 marks)
MODULE 1V
17.a) Execute collegiality with respect to commitment, respect and connectedness.

b) Identify conflicts of interests with an example. (8+6 = 14 marks)
Or

18. a) Explain in detail about professional rights and employee rights.
b) Exemplify engineers as managers.

MODULE V

19.a) Evaluate the technology transfer and appropriate technology.
b) Explain about computer and internet ethics. (8+6 = 14 marks)
Or

20. a) Investigate the causes and effects of acid rain with a case study.

b) Conclude the features of ecocentric and biocentric ethics. (8+6 = 14 marks)



Syllabus

Module 1 — Human Values.

Morals, values and Ethics — Integrity- Academic integrity-Work Ethics- Service Learning- Civic Virtue-
Respect for others- Living peacefully- Caring and Sharing- Honestly- courage-Cooperation commitment-
Empathy-Self Confidence -Social Expectations.

Module 2 - Engineering Ethics & Professionalism.

Senses of Engineering Ethics - Variety of moral issues- Types of inquiry- Moral dilemmas —Moral Autonomy —
Kohlberg’s theory- Gilligan’s theory- Consensus and Controversy-Profession and Professionalism- Models of
professional roles-Theories about right action —Self interest-Customs and Religion- Uses of Ethical Theories.

Module 3- Engineering as social Experimentation.

Engineering as Experimentation — Engineers as responsible Experimenters- Codes of Ethics- Plagiarism-
A balanced outlook on law - Challenges case study- Bhopal gas tragedy.

Module 4- Responsibilities and Rights.

Collegiality and loyalty — Managing conflict- Respect for authority- Collective bargaining- Confidentiality-
Role of confidentiality in moral integrity-Conflicts of interest- Occupational crime- Professional rights-
Employee right- IPR Discrimination.

Module 5- Global Ethical Issues.

Multinational Corporations- Environmental Ethics- Business Ethics- Computer Ethics -Role in Technological
Development-Engineers as Managers- Consulting Engineers- Engineers as Expert witnesses and advisors-Moral
leadership.

Text Book

1. M Govindarajan, S Natarajan and V S Senthil Kumar, Engineering Ethics, PHI Learning
Private Ltd, New Delhi,2012.

2. R S Naagarazan, A text book on professional ethics and human values, New age international
(P) limited ,New Delhi,2006.

Reference Books

1. Mike W Martin and Roland Schinzinger, Ethics in Engineering,4th edition, Tata McGraw Hill
Publishing Company Pvt Ltd, New Delhi,2014.

2. Charles D Fleddermann, Engineering Ethics, Pearson Education/ Prentice Hall of India, New
Jersey,2004.

3. Charles E Harris, Michael S Protchard and Michael J Rabins, Engineering Ethics- Concepts and
cases, Wadsworth Thompson Learning, United states,2005.

4. http://www.slideword.org/slidestag.aspx/human-values-and-Professional-ethics.



Course Contents and Lecture Schedule

SL.N Topic No. of Lectures
o 25

1 Module 1 — Human Values.

1.1 Morals, values and Ethics, Integrity, Academic Integrity, Work Ethics 1

1.2 | Service Learning, Civic Virtue, Respect for others, Living peacefully 1

1.3 Caring and Sharing, Honesty, Courage, Co-operation commitment 2

1.4 | Empathy, Self Confidence, Social Expectations 1

2 Module 2- Engineering Ethics & Professionalism.

2.1 | Senses of Engineering Ethics, Variety of moral issues, Types of inquiry

2.2 | Moral dilemmas, Moral Autonomy, Kohlberg’s theory

53 Gilligan’s theory, Consensus and Controversy,Profession& )
Professionalism, Models of professional roles, Theories about right action

2.4 | Self interest-Customs and Religion, Uses of Ethical Theories 1

3 Module 3- Engineering as social Experimentation.

3.1 | Engineering as Experimentation, Engineers as responsible Experimenters

3.2 Codes of Ethics,Plagiarism, A balanced outlook on law

3.3 Challenger case study, Bhopal gas tragedy

4 Module 4- Responsibilities and Rights.

4.1 Collegiality and loyalty, Managing conflict, Respect for authority 1

49 Collective bargaining, Confidentiality, Role of confidentiality in moral )
integrity, Conflicts of interest

43 Occupational crime, Professional rights, Employee right, IPR )
Discrimination

5 Module 5- Global Ethical Issues.

51 Multinational Corporations, Environmental Ethics, Business Ethics, )
Computer Ethics

5.2 | Role in Technological Development, Moral leadership 1

53 Engineers as Managers, Consulting Engineers, Engineers as Expert )

witnesses and advisors
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CODE COURSE NAME CATEGORY | L | T | P | CREDIT
MCN202 CONSTITUTION OF INDIA 2100 NIL
Preamble:

The study of their own country constitution and studying the importance environment as

well as understanding their own human rights help the students to concentrate on their day

to day discipline. It also gives the knowledge and strength to face the society and people.

Prerequisite: Nil

Course Outcomes: After the completion of the course the student will be able to

co1 Explain the background of the present constitution of India and features.
CO 2 | Utilize the fundamental rights and duties.

CO 3 | Understand the working of the union executive, parliament and judiciary.
CO 4 | Understand the working of the state executive, legislature and judiciary.
CO 5 | Utilize the special provisions and statutory institutions.

CO 6 | Show national and patriotic spirit as responsible citizens of the country

Mapping of course outcomes with program outcomes

PO1 ([ PO2 PO3 PO4 | PO5 |PO6 |PO7 [ PO8 | PO9 | PO PO PO

10 11 12
CO1 2 2 2 2
CO2 3 3 3 3
COo3 3 2 3 3
co4 3 2 3 3
CO5 3 2 3 3
co6 3 3 3 2

Assessment Pattern

Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember 20 20 40
Understand 20 20 40
Apply 10 10 20
Analyse




Evaluate

Create

Mark distribution

Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of
which student should answer any one. Each question can have maximum 2 sub-divisions
and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1):

1 Discuss the historical background of the Indian constitution.

2 Explain the salient features of the Indian constitution.

3 Discuss the importance of preamble in the implementation of constitution.

Course Outcome 2 (CO2)

1 What are fundamental rights ? Examine each of them.

2 Examine the scope of freedom of speech and expression underlying the constitution.

3 The thumb impression of an accused is taken by the police against his will. He contends
that this is a violation of his rights under Art 20(3) of the constitution. Decide.

Course Outcome 3(CO3):

1 Explain the powers of the President to suspend the fundamental rights during emergency.




2 Explain the salient features of appeal by special leave.
3. List the constitutional powers of President.

Course Outcome 4 (CO4):

1 Discuss the constitutional powers of Governor.

2 Examine the writ jurisdiction of High court.

3 Discuss the qualification and disqualification of membership of state legislature.

Course Outcome 5 (CO5):

1 Discuss the duties and powers of comptroller of auditor general.

2 Discuss the proclamation of emergency.

3 A state levies tax on motor vehicles used in the state, for the purpose of maintaining roads
in the state. X challenges the levy of the tax on the ground that it violates the freedom of
interstate commerce guaranteed under Art 301. Decide.

Course Outcome 6 (CO6):

1 Explain the advantages of citizenship.

2 List the important principles contained in the directive principles of state policy.

3 Discuss the various aspects contained in the preamble of the constitution

Model Question paper
PARTA
(Answer all questions. Each question carries 3 marks)
1 Define and explain the term constitution.
2 Explain the need and importance of Preamble.
3 What is directive principle of state policy?
4 Define the State.

5 List the functions of Attorney general of India.



6 Explain the review power of Supreme court.

7 List the qualifications of Governor.

8 Explain the term and removal of Judges in High court.

9 Explain the powers of public service commission.

10 List three types of emergency under Indian constitution.

(10X3=30marks)

PART B
(Answer on question from each module. Each question carries 14 marks)
Module 1
11 Discuss the various methods of acquiring Indian citizenship.
12 Examine the salient features of the Indian constitution.
Module 2
13 A high court passes a judgement against X. X desires to file a writ petition in the supreme
court under Art32, on the ground that the judgement violates his fundamental rights.
Advise him whether he can do so.
14 What is meant by directive principles of State policy? List the directives.
Module3
15 Describe the procedure of election and removal of the President of India.
16 Supreme court may in its discretion grant special leave to appeal. Examine the situation.
Module 4
17 Discuss the powers of Governor.
18 X filed a writ petition under Art 226 which was dismissed. Subsequently, he filed a writ
petition under Art 32 of the constitution, seeking the same remedy. The Government
argued that the writ petition should be dismissed, on the ground of res judicata. Decide.

Module 5



19 Examine the scope of the financial relations between the union and the states.

20 Discuss the effects of proclamation of emergency.
(14X5=70marks)

Syllabus
Module 1 Definition, historical back ground, features, preamble, territory, citizenship.
Module 2 State, fundamental rights, directive principles, duties.
Module 3 The machinery of the union government.
Module 4 Government machinery in the states

Module 5 The federal system, Statutory Institutions, miscellaneous provisions.

Text Books

1 D D Basu, Introduction to the constitution of India, Lexis Nexis, New Delhi, 24e, 2019
2 PM Bhakshi, The constitution of India, Universal Law, 14e, 2017

Reference Books

1 Ministry of law and justice, The constitution of India, Govt of India, New Delhi, 2019.

2 JN Pandey, The constitutional law of India, Central Law agency, Allahabad, 51e, 2019

3 MV Pylee, India’s Constitution, S Chand and company, New Delhi, 16e, 2016

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Module 1
1.1 Definition of constitution, historical back ground, salient features | 1
of the constitution.
1.2 Preamble of the constitution, union and its territory.
13 Meaning of citizenship, types, termination of citizenship.
2 Module 2
2.1 Definition of state, fundamental rights, general nature, 2

classification, right to equality ,right to freedom , right against

exploitation




2.2 Right to freedom of religion, cultural and educational rights, right
to constitutional remedies. Protection in respect of conviction for
offences.

2.3 Directive principles of state policy, classification of directives,
fundamental duties.

Module 3

3.1 The Union executive, the President, the vice President, the
council of ministers, the Prime minister, Attorney-General,
functions.

3.2 The parliament, composition, Rajya sabha, Lok sabha,
qualification and disqualification of membership, functions of
parliament.

3.3 Union judiciary, the supreme court, jurisdiction, appeal by special
leave.

4 Module 4

4.1 The State executive, the Governor, the council of ministers, the
Chief minister, advocate general, union Territories.

4.2 The State Legislature, composition, qualification and
disqualification of membership, functions.

4.3 The state judiciary, the high court, jurisdiction, writs jurisdiction.

5 Module 5

5.1 Relations between the Union and the States, legislative relation,
administrative relation, financial Relations, Inter State council,
finance commission.

5.2 Emergency provision, freedom of trade commerce and inter
course, comptroller and auditor general of India, public Services,
public service commission, administrative Tribunals.

5.3 Official language, elections, special provisions relating to certain

classes, amendment of the Constitution.




CODE COURSE NAME CATEGORY L T P | CREDIT
0|0 2

EST 200 DESIGN AND ENGINEERING

Preamble:

The purpose of this course is to

i) introduce the undergraduate engineering studentsthe fundamental principles of
design engineering,

ii) make them understand the steps involved in the design process and

iii) familiarize them with the basic tools used and approaches in design.

Students are expected to apply design thinking in learning as well as while practicing

engineering, which is very important and relevant for today. Case studies from various

practical situations will help the students realize that design is not only concerned about the

function but also many other factors like customer requirements, economics, reliability, etc.

along with a variety of life cycle issues.

The course will help students to consider aesthetics, ergonomics and sustainability factors in

designs and also to practice professional ethics while designing.

Prerequisite:

Nil.The course will be generic to all engineering disciplines and will not require specialized

preparation or prerequisites in any of the individual engineering disciplines.

Course Outcomes:

After the completion of the course the student will be able to

CO1 | Explain the different concepts and principles involved in design engineering.
CO2 | Apply design thinking while learning and practicing engineering.
co3 Develop innovative, reliable, sustainable and economically viable designs

incorporating knowledge in engineering.

Mapping of course outcomes with program outcomes

PO1 | PO2 ([PO3 |PO4 |PO5 [PO6 |[PO7 |PO8 |PO9 |PO PO PO
10 11 12

CO1 |2 1 1 1
Co2 2 1 1 2
co3 2 1 1 2 2 1




Assessment Pattern

Continuous Internal Evaluation (CIE) Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination (ESE) Pattern: There will be two parts; Part A and Part B.

Part A : 30 marks

part B : 70 marks

Part A contains 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions.

Part B contains 2 case study questions from each module of which student should answer any one.
Each question carry 14 marks and can have maximum 2 sub questions.

Mark distribution

Total Marks | CIE ESE ESE Duration

150 50 100 3 hours
Bloom’s Category Continuous Assessment Tests End Semester

1 2 Examination

Remember 5 5 10
Understand 10 10 20
Apply 35 35 70
Analyse - - -
Evaluate - - -
Create - - -




Course Level Assessment Questions

Course Outcome 1 (CO1): Appreciate the different concepts and principles involved in design
engineering.

1. State how engineering design is different from other kinds of design

2. List the different stages in a design process.

3. Describedesign thinking.

4. State the function of prototyping and proofing in engineering design.

5. Write notes on the following concepts in connection with design engineering 1) Modular Design,
2) Life Cycle Design, 3) Value Engineering, 4) Concurrent Engineering, and 5) Reverse Engineering

6. State design rights.

Course Outcome 2 (CO2) Apply design thinking while learning and practicing engineering.

1. Construct the iterative process for design thinking in developing simple products like a pen,
umbrella, bag, etc.

2. Show with an example how divergent-convergent thinking helps in generating alternative designs
and then how to narrow down to the best design.

3. Describe how a problem-based learning helps in creating better design engineering solutions.

4. Discuss as an engineer, how ethics play a decisive role in your designs

Course Outcome 3(CO3): Develop innovative, reliable, sustainable and economically viable designs
incorporating different segments of knowledge in engineering.

1. lllustratethe development of any simple product by passing through the different stages of design
process

2. Show thegraphical design communication with the help of detailed 2D or 3D drawings for any
simple product.

3. Describe how to develop new designs for simple products through bio-mimicry.



Model Question paper

Page 1 of 2
Reg No.: Name:
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
THIRD/FOURTH SEMESTER B.TECH DEGREE EXAMINATION
Course Code: EST 200
Course Name: DESIGN AND ENGINEERING
Max. Marks: 100Duration: 3 Hours
PART A

Answer all questions, each question carries 3 marks
Use only hand sketches

(1)Write aboutthe basic design process.

(2) Describe how to finalize the design objectives.

(3) State the role of divergent-convergent questioning in design thinking.

(4) Discuss how to perform design thinking in a team managing the conflicts.
(5) Show how engineering sketches and drawings convey designs.

(6)Explain the role of mathematics and physics in design engineering process.

(7) Distinguish between project-based learning and problem-based learning in design
engineering.

(8) Describe how concepts like value engineering , concurrent engineering and reverse
engineering influence engineering designs?

(9) Show how designs are varied based on the aspects of production methods, life span,
reliability and environment?

(10) Explain how economics influence the engineering designs?

(10x3 marks =30 marks)

PartB
Answer any ONE question from each module. Each question carry 14 marks

Module 1
(11) Show the designing of a wrist watch going through the various stages of the design
process. Use hand sketches to illustrate the processes.
or
(12)Find the customer requirements for designing a new car showroom. Show how the
design objectives were finalized considering the design constraints?



Module 2

(13)lllustrate the design thinking approach for designing a bag for college students within a
limited budget. Describe each stage of the process and the iterative procedure
involved. Use hand sketches to support your arguments.

or

(14)Construct a number of possible designs and then refine them to narrow down to the
best design for a drug trolley used in hospitals. Show how the divergent-convergent
thinking helps in the process. Provide your rationale for each step by using hand
sketches only.

Module 3

(15) Graphically communicate the design of a thermo flask used to keep hot coffee. Draw
the detailed 2D drawings of the same with design detailing, material selection, scale
drawings, dimensions, tolerances, etc. Use only hand sketches.

or

(16)Describe the role of mathematical modelling in design engineering. Show how
mathematics and physics play a role in designing a lifting mechanism to raise 100 kg of
weight to a floor at a height of 10 meters in a construction site.

Module 4
(17) Show the development of a nature inspired design for a solar poweredbus waiting shed
beside a highway. Relate between natural and man-made designs. Use hand sketches
to support your arguments.
or
(18)Show the design of a simple sofa and then depict how the design changes when
considering 1) aesthetics and 2) ergonomics into consideration. Give hand sketches and
explanations to justify the changes in designs.

Module 5

(19)Examine the changes in the design of a foot wear with constraints of 1) production
methods, 2) life span requirement, 3) reliability issues and 4) environmental factors.
Use hand sketches and give proper rationalization for the changes in design.

or

(20)Describe the how to estimate the cost of a particular design using ANY of the following:
i) a website, ii) the layout of a plant, iii) the elevation of a building, iv) anelectrical or
electronic system or device and v) a car.

Show how economics will influence the engineering designs. Use hand sketches to support
your arguments.

(5x14 marks =70 marks)

Page 2 of 2



Syllabus

Module 1

Design Process:- Introduction to Design and Engineering Design, Defining a Design
Process-:Detailing Customer Requirements, Setting Design Objectives, Identifying
Constraints, Establishing Functions, Generating Design Alternatives and Choosing a
Design.

Module 2
Design Thinking Approach:-Introduction to Design Thinking, Iterative Design
Thinking Process Stages: Empathize, Define, Ideate, Prototype and Test. Design
Thinking as Divergent-Convergent Questioning. Design Thinking in a Team
Environment.

Module 3
Design Communication (Languages of Engineering Design):-Communicating
Designs Graphically, Communicating Designs Orally and in Writing. Mathematical
Modeling In Design, Prototyping and Proofing the Design.

Module 4

Design Engineering Concepts:-Project-based Learning and Problem-based Learning
in Design.Modular Design and Life Cycle Design Approaches. Application of Bio-
mimicry,Aesthetics and Ergonomics in Design. Value Engineering, Concurrent
Engineering, and Reverse Engineering in Design.

Module 5
Expediency, Economics and Environment in Design Engineering:-Design for
Production, Use, and Sustainability. Engineering Economics in Design. Design
Rights. Ethics in Design

Text Books

1) YousefHaik, SangarappillaiSivaloganathan, Tamer M. Shahin, Engineering Design Process,
Cengage Learning 2003, Third Edition, ISBN-10: 9781305253285,

2) Voland, G., Engineering by Design, Pearson India 2014, Second Edition, ISBN 9332535051

Reference Books

1.Philip Kosky, Robert Balmer, William Keat, George Wise, Exploring Engineering, Fourth
Edition: An Introduction to Engineering and Design, Academic Press 2015, 4th Edition,
ISBN: 9780128012420.

2. Clive L. Dym, Engineering Design: A Project-Based Introduction, John Wiley & Sons,
New York 2009, Fourth Edition, ISBN: 978-1-118-32458-5

3. Nigel Cross, Design Thinking: Understanding How Designers Think and Work, Berg
Publishers 2011, First Edition, ISBN: 978-1847886361

4. Pahl, G., Beitz, W., Feldhusen, J., Grote, K.-H., Engineering Design: A Systematic
Approach, Springer 2007, Third Edition, [SBN 978-1-84628-319-2



Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Module 1: Design Process
1.1 Introduction to Design and Engineering Design.
What does it mean to design something? How Is
engineering design different from other kinds of design? 1
Where and when do engineers design? What are the basic
vocabularyin engineering design? How to learn and do
engineering design.
1.2 Defining a Design Process-: Detailing Customer
Requirements.
How to do engineering design? Illustrate the process with 1
an example. How to identify the customer requirements of
design?
1.3 Defining a Design Process-: Setting Design Objectives,
Identifying Constraints, Establishing Functions.
How to finalize the design objectives? How to identify the 1
design constraints? How to express the functions a design
in engineering terms?
1.4 Defining a Design Process-: Generating Design
Alternatives and Choosing a Design. .
How to generate or create feasible design alternatives?
How to identify the "best possible design”?
1.5 Case Studies:- Stages of Design Process.
Conduct exercises for designing simple products going 1
through the different stages of design process.
2 Module 2: Design Thinking Approach
2.1 Introduction to Design Thinking
How does the design thinking approach help engineers in 1
creating innovative and efficient designs?
2.2 Iterative Design Thinking Process Stages: Empathize,
Define, Ideate, Prototype and Test.
How can the engineers arrive at better designs utilizing 1
the iterative design thinking process (in which knowledge
acquired in the later stages can be applied back to the
earlier stages)?
2.3 Design Thinking as Divergent-Convergent Questioning.
Describe how to create a number of possible designs and 1
then how to refine and narrow down to the 'best design’.
24 Design Thinking in a Team Environment.
How to perform design thinking as a team managing the 1
conflicts ?
2.5 Case Studies: Design Thinking Approach. .

Conduct exercises using the design thinking approach for




designing any simple products within a limited time and
budget

Module 3: Design Communication (Languages of Engineering Design)

Communicating Designs Graphically.

How do engineering sketches and drawings convey designs?

1

3.2

Communicating Designs Orally and in Writing.

How can a design be communicated through oral
presentation or technical reports efficiently?

First Series Examination

3.3

Mathematical Modelling in Design.

How do mathematics and physics become a part of the
design process?

3.4

Prototyping and Proofing the Design.

How to predict whether the design will function well or not?

3.5

Case Studies: Communicating Designs Graphically.

Conduct exercises for design communication through
detailed 2D or 3D drawings of simple products with
design detailing, material selection, scale drawings,
dimensions, tolerances, etc.

Module 4: Design Engineering Concepts

Project-based Learning and Problem-based Learning in
Design.

How engineering students can learn design engineering
through projects?

How students can take up problems to learn design
engineering?

4.2

Modular Design and Life Cycle Design Approaches.

What is modular approach in design engineering? How it
helps?

How the life cycle design approach influences design
decisions?

4.3

Application of Bio-mimicry, Aesthetics and Ergonomics
in Design.

How do aesthetics and ergonomics change engineering
designs?

How do the intelligence in nature inspire engineering
designs? What are the common examples of bio-mimicry
in engineering?

4.4

Value Engineering, Concurrent Engineering, and Reverse
Engineering in Design.

How do concepts like value engineering , concurrent
engineering and reverse engineering influence
engineering designs?

4.5

Case Studies: Bio-mimicry based Designs.

Conduct exercises to develop new designs for simple




products using bio-mimicry and train students to bring out
new nature inspired designs.

Module 5: Expediency, Economics and Environment in Desig

Engineering

5.1

Design for Production, Use, and Sustainability.

How designs are finalized based on the aspects of
production methods, life span, reliability and
environment?

5.2

Engineering Economics in Design.

How to estimate the cost of a particular design and how
will economics influence the engineering designs?

53

Design Rights.

What are design rights and how can an engineer put it
into practice?

5.4

Ethics in Design.

How do ethics play a decisive role in engineering design?

5.5

Case Studies: Design for Production, Use, and
Sustainability.

Conduct exercises using simple products to show how designs
change with constraints of production methods, life span
requirement, reliability issues and environmental factors.

Second Series Examination




Code. Course Name L T P |Hrs| Credit

HUT 200 Professional Ethics 2 0 0 | 2 2

Preamble:To enable students to create awareness on ethics and human values.
Prerequisite: Nil

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Understand the core values that shape the ethical behaviour of a professional.

CO 2 | Adopt a good character and follow an ethical life.

Explain the role and responsibility in technological development by keeping personal ethics

CO3 .
and legal ethics.

CO 4 Solve' moral and ethical problems through exploration and assessment by established
experiments.

CO s Apply the knowledge of human values and social values to contemporary ethical values and

global issues.

Mapping of course outcomes with program outcomes

PO [PO2 | PO3 | PO4 | PO5|PO6 | PO7 | POS | POY9 | PO1 PO1 | PO1
1 0 1 2
CO1 ) P
C0O2 ) P
CO3 3 2
CO4 3 2
CO5s 3 2
Assessment Pattern
Continuous Assessment Tests
Bloom’s category End Semester Exam
1 2
Remember 15 15 30
Understood 20 20 40
Apply 15 15 30
Mark distribution
Total R
Marks CIE ESE ESE Duration

150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Tests (2 Nos) : 25 marks
Assignments/Quiz : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contains 10 questions
with 2 questions from each module, having 3 marks for each question. Students should answer all questions.
Part B contains 2 questions from each module of which student should answer any one. Each question can have
maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1):
1. Define integrity and point out ethical values.
2. Describe the qualities required to live a peaceful life.

3. Explain the role of engineers in modern society.

Course Outcome 2 (CO2)

1. Derive the codes of ethics.

2. Differentiate consensus and controversy.

3. Discuss in detail about character and confidence.

Course Outcome 3(CO3):

1. Explain the role of professional’s ethics in technological development.
2. Distinguish between self interest and conflicts of interest.

3. Review on industrial standards and legal ethics.

Course Outcome 4 (CO4):

1. Illustrate the role of engineers as experimenters.

2. Interpret the terms safety and risk.

3. Show how the occupational crimes are resolved by keeping the rights of employees.

Course Outcome 5 (COS5):

1. Exemplify the engineers as managers.

2. Investigate the causes and effects of acid rain with a case study.

3. Explorate the need of environmental ethics in technological development.



QP CODE: Reg No:

Model Question paper

PAGES:3 Name

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY THIRD/FOURTH SEMESTER

B.TECH DEGREE EXAMINATION, MONTH & YEAR

Course Code: HUT 200
Course Name: PROFESSIONAL ETHICS

Max. Marks: 100 Duration: 3 Hours

8.

9.

(2019-Scheme)
PART A
(Answer all questions, each question carries 3 marks)
Define empathy and honesty.
Briefly explain about morals, values and ethics.
Interpret the two forms of self-respect.
List out the models of professional roles.
Indicate the advantages of using standards.
Point out the conditions required to define a valid consent?
Identify the conflicts of interests with an example?
Recall confidentiality.

Conclude the features of biometric ethics.

10. Name any three professional societies and their role relevant to engineers.

11.

(10x3 = 30 marks)
PART B
(Answer one full question from each module, each question carries 14 marks)
MODULE I
a) Classify the relationship between ethical values and law?

b) Compare between caring and sharing. (10+4 = 14 marks)

Or

12. a) Exemplify a comprehensive review about integrity and respect for others.



b) Discuss about co-operation and commitment. (8+6 = 14 marks)
MODULE I
13.a) Explain the three main levels of moral developments, deviced by Kohlberg.
b) Differentiate moral codes and optimal codes. (10+4 = 14 marks)
Or
14. a) Extrapolate the duty ethics and right ethics.
b) Discuss in detail the three types of inquiries in engineering ethics (8+6 = 14 marks)
MODULE II1
15.a) Summarize the following features of morally responsible engineers.
(i) Moral autonomy (ii) Accountability
b)Explain the rights of employees (8+6 = 14 marks)
Or
16. a) Explain the reasons for Chernobyl mishap ?
b) Describe the methods to improve collegiality and loyalty. (8+6 = 14 marks)
MODULE 1V
17.a) Execute collegiality with respect to commitment, respect and connectedness.

b) Identify conflicts of interests with an example. (8+6 = 14 marks)
Or

18. a) Explain in detail about professional rights and employee rights.
b) Exemplify engineers as managers.

MODULE V

19.a) Evaluate the technology transfer and appropriate technology.
b) Explain about computer and internet ethics. (8+6 = 14 marks)
Or

20. a) Investigate the causes and effects of acid rain with a case study.

b) Conclude the features of ecocentric and biocentric ethics. (8+6 = 14 marks)



Syllabus

Module 1 — Human Values.

Morals, values and Ethics — Integrity- Academic integrity-Work Ethics- Service Learning- Civic Virtue-
Respect for others- Living peacefully- Caring and Sharing- Honestly- courage-Cooperation commitment-
Empathy-Self Confidence -Social Expectations.

Module 2 - Engineering Ethics & Professionalism.

Senses of Engineering Ethics - Variety of moral issues- Types of inquiry- Moral dilemmas —Moral Autonomy —
Kohlberg’s theory- Gilligan’s theory- Consensus and Controversy-Profession and Professionalism- Models of
professional roles-Theories about right action —Self interest-Customs and Religion- Uses of Ethical Theories.

Module 3- Engineering as social Experimentation.

Engineering as Experimentation — Engineers as responsible Experimenters- Codes of Ethics- Plagiarism-
A balanced outlook on law - Challenges case study- Bhopal gas tragedy.

Module 4- Responsibilities and Rights.

Collegiality and loyalty — Managing conflict- Respect for authority- Collective bargaining- Confidentiality-
Role of confidentiality in moral integrity-Conflicts of interest- Occupational crime- Professional rights-
Employee right- IPR Discrimination.

Module 5- Global Ethical Issues.

Multinational Corporations- Environmental Ethics- Business Ethics- Computer Ethics -Role in Technological
Development-Engineers as Managers- Consulting Engineers- Engineers as Expert witnesses and advisors-Moral
leadership.

Text Book

1. M Govindarajan, S Natarajan and V S Senthil Kumar, Engineering Ethics, PHI Learning
Private Ltd, New Delhi,2012.

2. R S Naagarazan, A text book on professional ethics and human values, New age international
(P) limited ,New Delhi,2006.

Reference Books

1. Mike W Martin and Roland Schinzinger, Ethics in Engineering,4th edition, Tata McGraw Hill
Publishing Company Pvt Ltd, New Delhi,2014.

2. Charles D Fleddermann, Engineering Ethics, Pearson Education/ Prentice Hall of India, New
Jersey,2004.

3. Charles E Harris, Michael S Protchard and Michael J Rabins, Engineering Ethics- Concepts and
cases, Wadsworth Thompson Learning, United states,2005.

4. http://www.slideword.org/slidestag.aspx/human-values-and-Professional-ethics.



Course Contents and Lecture Schedule

SL.N Topic No. of Lectures
o 25

1 Module 1 — Human Values.

1.1 Morals, values and Ethics, Integrity, Academic Integrity, Work Ethics 1

1.2 | Service Learning, Civic Virtue, Respect for others, Living peacefully 1

1.3 Caring and Sharing, Honesty, Courage, Co-operation commitment 2

1.4 | Empathy, Self Confidence, Social Expectations 1

2 Module 2- Engineering Ethics & Professionalism.

2.1 | Senses of Engineering Ethics, Variety of moral issues, Types of inquiry

2.2 | Moral dilemmas, Moral Autonomy, Kohlberg’s theory

53 Gilligan’s theory, Consensus and Controversy,Profession& )
Professionalism, Models of professional roles, Theories about right action

2.4 | Self interest-Customs and Religion, Uses of Ethical Theories 1

3 Module 3- Engineering as social Experimentation.

3.1 | Engineering as Experimentation, Engineers as responsible Experimenters

3.2 Codes of Ethics,Plagiarism, A balanced outlook on law

3.3 Challenger case study, Bhopal gas tragedy

4 Module 4- Responsibilities and Rights.

4.1 Collegiality and loyalty, Managing conflict, Respect for authority 1

49 Collective bargaining, Confidentiality, Role of confidentiality in moral )
integrity, Conflicts of interest

43 Occupational crime, Professional rights, Employee right, IPR )
Discrimination

5 Module 5- Global Ethical Issues.

51 Multinational Corporations, Environmental Ethics, Business Ethics, )
Computer Ethics

5.2 | Role in Technological Development, Moral leadership 1

53 Engineers as Managers, Consulting Engineers, Engineers as Expert )

witnesses and advisors




ELECTRONICS AND COMMUNICATION ENGINEERING

SEMESTER -3



ELECTRONICS AND COMMUNICATION ENGINEERING

ECT201 SOLID STATE DEVICES | CATEGORY |L [T [P [ CREDIT
PCC 310 4

Preamble: This course aims to understand the physics and working of solid state devices.

Prerequisite: EST130 Basics of Electrical and Electronics Engineering

Course Outcomes: After the completion ‘of the course the student will be able to

CO 1 | Apply Fermi-Dirac-Distribution function and Compute carrier,concentration at
equilibrium and the parameters ‘associated with generation, recombination and transport
mechanism

CO 2 | Explain drift and diffusion-currents in extrinsic.semiconductors'and Compute current
density due to these effects.

CO 3 | Define the current components and derive the current equation in a pn junction diode and
bipolar junction transistor.

CO 4 | Explain the basic MOS physics and derive the expressions for drain current in linear and
saturation regions.

CO5 | Discuss scaling of MOSFETs and short channel effects.

Mapping of course outcomes with program outcomes

PO1|PO2|PO3|PO4|PO5|PO6G|PO7 | PO8|PO9 | PO PO PO
10 11 12
CcO 3 3
1
CcO 3 3
2
CcO 3 3
3
CO 3 3
4
CcO 3
5

Assessment Pattern

Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2

Remember 10 10 20

Understand 25 25 50

Apply 15 15 30

Analyse

Evaluate

Create
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Mark distribution
Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal;Evaluation Pattern:

Attendance 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project 15 /marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Compute carrier concentration at equilibrium and the parameters
associated with generation, recombination and transport mechanism

1. Derive the expression for equilibrium electron and hole concentration.
2. Explain the different recombination mechanisms

3. Solve numerical problems related to carrier concentrations at-equilibrium, energy band
diagrams and excess carrier concentrations in semiconductors.

Course Outcome 2 (CO2) : Compute current-density in extrinsic semiconductors in specified
electric field and due to concentration gradient.

1. Derive the expression for the current density in a semiconductor in response to the applied
electric field.

2. Derive the expression for diffusion current in semiconductors.

3. Show that diffusion length is the average distance a carrier can diffuse before recombining.

Course Outcome 3 (CO3): Define the current components and derive the current equation in
a pn junction diode and bipolar junction transistor.

1. Derive ideal diode equation.

2. Derive the expression for minority carrier distribution and terminal currents in a BJT.
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3. Solve numerical problems related to PN junction diode and BJT.

Course Outcome 4 (CO4): Explain the basic MOS physics with specific reference on
MOSFET characteristics and current derivation.

1. Mlustrate the working of a MOS capacitor in the three different regions of operation.
2. Explain the working of MOSFET and derive the expression for drain current.

3. Solve numerical problems related to currents and parameterslassociated with MOSFETS.

Course Outcome 5 (CO5): Discuss the concepts of scaling and short channel effects of
MOSFET.

1. Explain the different MOSFET: scaling techniques.

2. Explain the short channel effects associated with reduction in size of MOSFET.

SYLLABUS

MODULE 1

Elemental and compound semiconductors, Intrinsic and Extrinsic semiconductors, concept of
effective mass, Fermions-Fermi Dirac_distribution, Fermi level, Doping & Energy band
diagram, Equilibrium and steady state conditions, Density of states & Effective density of
states, Equilibrium concentration of electrons and holes.

Excess carriers in semiconductors: Generation and recombination mechanisms of excess
carriers, quasi Fermi levels.

MODULE 11

Carrier transport in semiconductors, drift, conductivity and mobility, variation of mobility
with temperature and doping, Hall Effect.

Diffusion, FEinstein relations, Poisson equations, Continuity equations, Current flow
equations, Diffusion length, Gradient of quasi Fermi level

MODULE III

PN junctions : Contact potential, Electrical Field, Potential and Charge distribution at the
junction, Biasing and Energy band diagrams, _Ideal diode equation.

Metal Semiconductor contacts, Electron affinity and work function, Ohmic and Rectifying
Contacts, current voltage characteristics.

Bipolar junction transistor, current components, Transistor action, Base width modulation.

MODULE IV

Ideal MOS capacitor, band diagrams at equilibrium, accumulation, depletion and inversion,
threshold voltage, body effect, MOSFET-structure, types, Drain current equation (derive)-
linear and saturation region, Drain characteristics, transfer characteristics.

MODULE V
MOSFET scaling — need for scaling, constant voltage scaling and constant field scaling.
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Sub threshold conduction in MOS.

Short channel effects- Channel length modulation, Drain Induced Barrier Lowering, Velocity
Saturation, Threshold Voltage Variations and Hot Carrier Effects.

Non-Planar MOSFETs: Fin FET —Structure, operation and advantages

Text Books

1. Ben G. Streetman and Sanjay Kumar Banerjee, Solid State Electronic Devices, Pearson
6/e, 2010 (Modules T, IT and III)

2. Sung Mo Kang, CMOS Digital Integrated Circuits: Analysis and Desigh, McGraw-Hill,
Third Ed., 2002'(Medules ¥V:and V)

Reference Books
1. Neamen, Semiconductor Physics and Devices, McGraw Hill, 4/e, 2012

2. Sze S.M., Semiconductor Devices: Physics and Technology, John Wiley, 3/e, 2005

3. Pierret, Semiconductor Devices Fundamentals, Pearson, 2006

4. Sze S.M., Physics of Semiconductor Devices, John Wiley, 3/e, 2005

5. Achuthan, K N Bhat, Fundamentals of Semiconductor Devices, 1e, McGraw Hill,2015

6. Yannis Tsividis, Operation and Modelling of the MOS Transistor, Oxford University
Press.

7. Jan M.Rabaey, Anantha Chandrakasan, Barivoje Nikolic, Digital Integrated Circuits - A
Design Perspective, PHI.

Course Contents and Lecture Schedule

No Topic | No. of Lectures

1 MODULE 1

1.1 Elemental and compound semiconductors, Intrinsic and Extrinsic 2
semiconductors, Effective mass

1.2 Fermions-Fermi Dirac distribution, Fermi level, Doping & Energy band 2
diagram,

1.3 Equilibrium and steady state conditions, Density of states & Effective 1
density of states

1.4 Equilibrium concentration of electrons and holes. 1

1.5 Excess carriers in semiconductors: Generation and recombination | 2
mechanisms of excess carriers, quasi Fermi levels.

1.6 TUTORIAL 2

2 MODULE 2

2.1 Carrier transport in semiconductors, drift, conductivity and mobility, | 2
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variation of mobility with temperature and doping.

2.2 Diffusion equation 1

2.3 Einstein relations, Poisson equations 1

2.4 Poisson equations, Continuity equations, Current flow equations 1

2.5 Diffusion length, Gradient of quasi Fermi level 1

2.6 TUTORIAL 2

3 MODULE 3

3.1 PN junctions : Contact potential}Electrical Field; Potential and Charge 2
distribution at the junction, Biasing and Energy band diagrams,

3.2 Ideal diode equation 1

3.3 Metal Semiconductor contacts, Electron affinity ‘and work function, 3
Ohmic and Rectifying Contacts, cutrent veltage characteristics.

3.4 Bipolar junction transistor — ‘working,, ‘current. components, Transistor | 2
action, Base width modulation.

3.5 Derivation of terminal currents in BJT 2

3.6 TUTORIAL 1

4 MODULE 4

4.1 Ideal MOS capacitor, band diagrams at equilibrium, accumulation, 2
depletion and inversion

4.2 Threshold voltage, body effect 1

4.3 MOSFET-structure, working, types, 2

4.4 Drain current equation (derive)- linear and saturation region, Drain 2
characteristics, transfer characteristics.

4.5 TUTORIAL 1

5 MODULE 5

5.1 MOSFET scaling — need for scaling, constant voltage scaling and | 2
constant field scaling.

5.2 Sub threshold conduction in MOS; 1

5.3 Short channel effects- Channel length maodulation, Drain Induced Barrier | 3
Lowering, Velocity Saturation, Threshold Voltage Variations and Hot Carrier
Effects.

5.4 Non-Planar MOSFETs: Fin FET —Structure, operation and advantages 1
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APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
MODEL QUESTION PAPER
ECT 201 SOLID STATE DEVICES
Time: 3 hours Max. Marks:100
PART A

Answer all questions. Each question carriés 3 marks:

1. Draw the energy band diagram of P type and N type semiconductor materials, clearly
indicating the different energy levels.

Indirect recombination is a slow process. Justify

Explain how mobility of carriers vary with temperature.

Show that diffusion length is the average length a carrier moves before recombination.
Derive the expression for contact potential in a PN junction diode.

Explain Early effect? Mention its effect on terminal currents of a BJT.

Derive the expression for threshold voltage of a MOSFET.

Explain the transfer characteristics of a MOSFET in linear and saturation regions.
Explain Subthreshold conduction in a MOSFET. Write the expression for Subthreshold
current.

Differentiate between constant voltage scaling and constant field scaling

Lo N AW

—
e

PART B
Answer any one question from each module. Each question carries 14 marks.
MODULE I

11. (a) Derive law of mass action. (8 marks)
(b) An n-type Si sample with Ng =10°cm®is steadily illuminated such that gop = 10%
EHP/cm’s. If T, = Tp = 1ps for this excitation. Calculate the separation in the Quasi-

Fermi levels (Fy-Fp). Draw the Energy band diagram.. (6 marks)

12. (a) Draw and explain Fermi Dirac Distribution function and position of Fermi level in
intrinsic and extrinsic semiconductors. (8 marks)
(b) The Fermi level in a Silicon sample at 300 K is located at 0.3 eV below the bottom of
the conduction band. The effective densities of states Nc= 3.22 X 10" cm™ and
Ny=1.83 x 10" cm™. Determine (a) the electron and hole concentrations at 300K
(b) the intrinsic carrier concentration at 400 K. (6 marks)



13.

14.

15.

16.

17.

18.

19.

20.
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MODULE 11

(a) Derive the expression for mobility, conductivity and Drift current density in a
semiconductor. (8 marks)

(b) A Sibar 0.1 pm long and 100 pm* in cross-sectional area is doped with 10" cm™”
phosphorus. Find the current at 300:K with 10 V applied. (b). How long will it take an
average electron to drift 1 pm'in pure Si at an electrie field of 100 V/¢cm? (6 marks)

(a) A GaAs sample-is doped se that the-electron-and hote.drift current densities are equal in

an applied electric field. Calculate the equilibrium concentration of‘electron and hole, the
net doping and the sample resistivity:at-300 K. Given pr=8500.cm?/ Vs, p, = 400 cm?/ Vs,
n =1.79 x 10° cm™. (7 marks)
(b) Derive the steady-state diffusion equations in semiconductors. (6 marks)

MODULE III
(a) Derive the expression for ideal diode equation. State the assumptions used. (9 marks)
(b) Boron is implanted into an n-type Si sample (Nq = 10'°cm™), forming an abrupt
junction of square cross section with area = 2 x 10°cm? . Assume that the acceptor
concentration in the p-type region is N, = 4 x 10'® cm™. Calculate Vo, W, Q+, and E,

for this junction at equilibrium (300 K). (5 marks)

With the aid of energy band diagrams, explain how a metal — N type Schottky contact

function as rectifying and ohmic contacts. (14 marks)
MODULE 1V

(a) Starting from the fundamentals, derive the expression for drain current of a MOSFET

in the two regions of operation. (8 Marks)

(b) Find the maximum depletion width, minimum capacitance C;, and threshold voltage
for an ideal MOS capacitor with a 10-nm gate oxide (Si0) on p-type Si with N, = 10'°
cm”. (b) Include the effects of flat barid veltage, assuming an n + polysilicon gate and
fixed oxide charge of 5x 10" q (C/cm?). (6 marks)

(a) Explain the CV characteristics of an ideal MOS capacitor (8 Marks)
(b) For a long channel n-MOSFET with W = 1V, calculate the V¢ required for an Ipg,) of

0.1 mA and Vpga) of 5V. Calculate the small-signal output conductance g and V the

transconductance g mear) at Vp = 10V. Recalculate the new Ip for (Vg - Vr) =3 and Vp =

4V. (6 marks)
MODULE V

Explain Drain induced barrier lowering, Velocity Saturation, Threshold Voltage Variations
and Hot Carrier Effects associated with scaling down of MOSFETSs (14 marks)
With the aid of suitable diagrams explain the structure and working of a FINFET. List its

advantages (14 marks)
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ECT 203 LOGIC CIRCUIT DESIGN | CATEGORY |L. [T [P |CREDIT
PCC 3 (1o 4

Preamble: This course aims to impart the basic knowledge of logic circuits and enable
students to apply it to design a digital system.

Prerequisite: EST130 Basics of Electrical and Electronics Engineering

Course Outcomes: After the completion of the course the:student will be able to

CO 1 | Explain the-elements-of digital system abstractions such as digital representations of
information;, digital logic and Boolean algebra

CO 2 | Create an implementation of a'combinational legic function described by a truth table
using and/or/inv gates/ muxes
CO 3 | Compare different types of logic families with respect to performance and efficiency

CO 4 | Design a sequential logic circuit using the basic building blocks like flip-flops

CO 5 |Design and analyze combinational and sequential logic circuits through gate level
Verilog models.

Mapping of course outcomes with program outcomes

PO |[PO2 [PO3 |PO4 |PO5 [PO6 |PO7 |PO8 |PO9 (PO PO PO 12
10 11

Co1

co2

co3

Co4

WWIW W W=
WIW|IW| W W

CO5

Assessment Pattern

Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2

Remember 10 10 10

Understand 20 20 20

Apply 20 20 70

Analyse

Evaluate

Create

Mark distribution

Total Marks | CIE ESE ESE Duration

150 50 100 3 hours
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Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Course project : 15 marks

It is mandatory that a course project shall be undertaken by a student for this subject. The course
project can be performed either as a hardware realization/simulation of a typical digital system using
combinational or sequential logic. Instead of two assignments, two evaluations may be performed on
the course project along with series tests; each [carrying 5 marks. Uponjsuccessful completion of the
project, a brief report shall be submitted by the student which shall, be evaluated, for 5 marks. The
report has to be submitted for.academic auditing:-A few samples.projects are given below:
Sample course projects:
1. M-Sequence Generator Psuedo random 'sequences are popularly used in wireless communication.
A sequence generator is used to produce pseudo-random ‘codes that are’useful in spread spectrum
applications. Their generation relies on irreducible-polynomiials.A maximal length sequence generator
that relies on the polynomial P (D) = D” + D + 1, with each D represent delay of one clock cycle.
e An 8-bit shift register that is configured as a ring counter may be used realize the above
equation.
e This circuit can be developed in verilog, simulated, synthesized and programmed into a tiny
FPGA and tested in real time.
e Observe the M-sequnce from parallel outputs of shift register for one period . Count the
number of 1s and zeros in one cycle.
e Count the number of runs of 1s in singles, pairs, quads etc. in the pattern.
2. BCD Subtractor
e Make 4 -bit parallel adder circuit in verilog.
e Make a one digit BCD subtracter in Verilog, synthesize and write into a tiny FPGA.
e Test the circuit with BCD inputs.
3. Digital Thermometer
e Develop a circuit with a temperature sensor and discrete components to measure and dispaly

temperature.
e Solder the circuit on PCB and test it.
4. Electronic Display
e This display should receive the input from-an alphanumeric keyboard and display it on an
LCD diplay.
e The decoder and digital circuitry is to developed in Verilog and programmed into a tiny
FPGA.

5. Electronic Roulette Wheel
e 32 LEDs are placed in a circle and numbered. that resembles a roulette wheel.
e A 32-bit shift register generates a random bit pattern with a single 1 in it.
®*  When a push button is pressed the single 1 lights one LED randomly.
e Develop the shift register random pattern generator in verilog and implement on a tiny FPGA
and test the circuit.
6. Three Bit Carry Look Ahead Adder
¢ Design the circuit of a three bit carry look ahead adder.
¢ Develop the verilog code for it and implement and test it on a tiny FPGA. item Compare the
performance with a parallel adder.
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End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks. The questions on
verlog modelling should not have a credit more than 25% of the whole mark.

Course Level Assessment Questions

Course Outcome 1 (CO1) : Number Systems and Codes

1. Consider the signed binary numbers A= 01000110 and B = 1101001 1'where B is in 2’s
complement form. Find the value of the following mathemiatical expression (i) A + B (ii)
A-B

2. Perform the following operations| (i)D9CEs-CED A 6(ii) 65755-5732

3. Convert decimal 6,514 to both BCD and ASCII codes. For ASCII, an even parity bit is to
be appended at the left.

Course Outcome 2 (CO2) : Boolean Postulates and combinational circuits

1. Design a magnitude comparator to compare two 2-bit numbers A = Ai1Aoand B = BiBoB

2. Simplity using K-map F(a,b,c,d) = X m (4,5,7,8,9,11,12,13,15)

3. Explain the operation of a 8x1 multiplexer and implement the following using an 8x1
multiplexer F(A, B,C,D)=Xm (0, 1, 3, 5,6, 7, 8,9, 11, 13, 14)

Course Outcome 3 (CO3) : Logic families and its characteristics

1. Define the terms noise margin, propagation delay and power dissipation of logic families.
Compare TTL and CMOS logic families showing the values of above mentioned terms.

2. Draw the circuit and explain the operation of a TTL NAND gate

3. Compare TTL, CMOS logic families in terms of fan-in, fan-out and supply voltage

Course Outcome 4 (CO4) : Sequential L.ogic Circuits

1. Realize a T flip-flop using NAND gates and explain the operation with truth table,
excitation table and characteristic equation

2. Explain a MOD 6 asynchronous counter using JK Flip Flop

3. Draw the logic diagram of 3 bit PIPO shift register with LOAD/SHIFT control and
explain its working

Course Outcome 5 (CO5) : Logic Circuit Design using HDL

1. Design a 4-to-1 mux using gate level Verilog model.

2. Design a verilog model for a hald adder circuit. Make a one bit full adder by connecting
two half adder models.

3. Compare concurrent signal assignment versus sequential signal assignment.

Syllabus

Module 1: Number Systems and Codes:
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Binary and hexadecimal number systems; Methods of base conversions; Binary and
hexadecimal arithmetic; Representation of signed numbers; Fixed and floating point
numbers; Binary coded decimal codes; Gray codes; Excess 3 code. Alphanumeric codes:
ASCII. Basics of verilog -- basic language elements: identifiers, data objects, scalar data

types, operators.

Module 2: Boolean Postulates and;Fundamental Gates

Boolean postulates land laws — Lagie Functions and Gates'De-Morgan’s Theorems, Principle
of Duality, Minimization of Boolean expressions,-Sum of-Products-(SOP), Product of Sums
(POS), Canonical forms, Karnatgh map, Minimization. “Modeling in verilog, Implementation

of gates with simple verilog codes.

Module 3: Combinatorial and Arithmetic Circuits
Combinatorial Logic Systems - Comparators, Multiplexers, Demultiplexers, Encoder,
Decoder. Half and Full Adders, Subtractors, Serial and Parallel Adders, BCD Adder.

Modeling and simulation of combinatorial circuits with verilog codes at the gate level.

Module 4: Sequential Logic Circuits:

Building blocks like S-R, JK and Master-Slave JK FF, Edge triggered FF, Conversion of
Flipflops, Excitation table~and characteristic “equation. Implementation with verilog codes.
Ripple and Synchronous counters and implementation in verilog, Shift registers-SIPO, SISO,
PISO, PIPO. Shift Registers with parallel (t.0ad/Shift;Ring counter and Johnsons counter.
Asynchronous and Synchronous counter design,.Mod N counter. Modeling and simulation of
flipflops and counters in verilog.

Module 5: Logic families and its characteristics:

TTL, ECL, CMOS - Electrical characteristics of logic gates — logic levels and noise margins,
fan-out, propagation delay, transition time, power consumption and power-delay product.
TTL inverter - circuit description and operation; CMOS inverter - circuit description and
operation; Structure and operations of TTL and CMOS gates; NAND in TTL and CMOS,
NAND and NOR in CMOS.

Text Books

1. Mano M.M., Ciletti M.D., “Digital Design”, Pearson India, 4th Edition. 2006

2. D.V. Hall, “Digital Circuits and Systems”, Tata McGraw Hill, 1989
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S. Brown, Z. Vranesic, “Fundamentals of Digital Logic with Verilog Design”,
McGraw Hill

4. Samir Palnikar“Verilog HDL: A Guide to Digital Design and Syntheis”, Sunsoft

5.

Press

R.P. Jain, “Modern digital Electronics”, Tata McGraw Hill, 4th edition, 2009

Reference Books

1.

2.

W.H. Gothmann, “Digital Electronics="An introduction to theory and practice”, PHI,
2" edition ,2006
Wakerlyl J.E., “Digital Design: Principlesland.Practices,” Pearson India, 4th 2008

A. Ananthakumar ,”Fundamentals of Digital Circuits”, Prentice Hall, 2nd edition,
2016

Fletcher, William I., An Engineering Approach to Digital Design, 1st Edition,
Prentice Hall India, 1980

Course Contents and Lecture Schedule

No Topic | No. of Lectures

1 Number Systems and Codes:

1.1 Binary, octal and hexadecimal number systems; Methods of base 2
conversions;

1.2 Binary, octal and hexadecimal arithmetic; 1

1.3 Representation of signed numbers; Fixed and floating point numbers; 3

1.4 Binary coded decimal codes; Gray codes; Excess 3 code : 1

1.5 Error detection. and correction codes - parity check codes and Hamming | 3
code-Alphanumeric codes:ASCII

1.6 Verilog basic language elements: identifiers, data objects, scalar data types, |2
operators

2 Boolean Postulates and Fundamental Gates:

2.1 Boolean postulates and laws — Logic Functions and Gates, De-Morgan’s 2
Theorems, Principle of Duality

2.2 Minimization of Boolean expressions, Sum of Products (SOP), Product of 2
Sums (POS)

2.3 Canonical forms, Karnaugh map Minimization 1

2.4 Gate level modelling in Verilog: Basic gates, XOR using NAND and NOR |2

3 Combinatorial and Arithmetic Circuits

3.1 Combinatorial Logic Systems - Comparators, Multiplexers, Demultiplexers |2

3.2 Encoder, Decoder, Half and Full Adders, Subtractors, Serial and Parallel 3

Adders, BCD Adder
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3.3 Gate level modelling combinational logic circuits in Verilog: half adder, full |3
adder, mux, demux, decoder, encoder
4 Sequential Logic Circuits:
4.1 Building blocks like S-R, JK and Master-Slave JK FF, Edge triggered FF 2
4.2 Conversion of Flipflops, Excitation table and characteristic equation. 1
4.3 Ripple and Synchronous counters, Shift registers-SIPO.SISO,PISO,PIPO 2
4.4 Ring counter and Johnsons counter, Asynchronous and Synchronous 3
counter'design
4.5 Mod N counter, Random'Sequence generator 1
4.6 Modelling/sequential logic eircuits in'Verilog: flipflops, counters 2
5 Logic families and its characteristics:
5.1 TTL,ECL,CMOS- Electrical characteristics of logic gates — logic levels and | 3
noise margins, fan-out, propagation delay, transition time, power
consumption and power-delay product.
5.2 TTL inverter - circuit description and operation 1
5.3 CMOS inverter - circuit description and operation 1
5.4 Structure and operations of TTL and CMOS gates; NAND in TTL, NAND | 2

and NOR in CMOS.
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Simulation Assignments (ECT203)

The following simulations'can be done.in QUCS, KiCad or.PSPICE.

BCD Adder
e Realize a one bit parallerjadder] simulate andrtest it:
e Cascade four such adders to form a four bit parallel ‘adder.
e Simulate it and make it into a subcircuit.

e Develop a one digit BCD adder, based on the subcircuit, simulate and test it

BCD Subtractor
e Use the above 4 -bit adder subcircuit, implement and simulate a one digit BCD subtractor.

e Test it with two BCD inputs

Logic Implementation with Multiplexer
e Develop an 8 : 1 multiplexer using gates, simulate, test and make it into a subcircuit.
e Use this subcircuit to implement the logic function f(A, B,C) => m(1,3,7)

e Modify the truth table properly and implement the logic function f(A, B,C, D) = > m(1,4,12,14)
using one 8 : 1 multiplexer.

BCD to Seven Segment Decoder
e Develop a BCD to seven segment decoder using gates and make it into a subcircuit.

e simulate this and test it

Ripple Counters
e Understand the internal circuit of 7490 IC and develop it in the simulator.

e Make it into a subcircuit and simulate it. Observe the truth table and timing diagrams for
mod-5, mod-2 and mod-10 operation.

e Develop a mod-40 (mod-8 and mod-5) counter by cascading two such subcircuits.

e Simulate and observe the timing diagram and truth table.
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Synchronous Counters
e Design and develop a 4-bit synchronous counter using J-K flip-flops.

e Perform digital simulation and observe the timing diagram and truth table.

Sequence Generator
v Connect D Higfops tozealiee ond S il rogiien e sl Jt g gy beivevi

e sequence ge E‘gﬁ t F ﬁﬂj‘f:ﬁlirfju[l P( %J% J[_DF&L_ M each D represent
delay of one ¢lo .
—
U o S T ST T Tl Tt N |
Transfer Characterlstlc{oﬁ}IN-IdwE R f'L:yIIS TT

e Develop a st
acteristics.

the transfer char-

e Develop an p simulation and
observe the se margins.
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Model Question Paper

A P J Abdul Kalam Technological University
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Explain the floating and fixed point representation of num-

bers

Explain the differences between programming lanuguages
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ECT205 NETWORK THEORY CATEGORY |[L [T [P [ CREDIT
PCC 3 |1 o 4

Preamble: This course aims to analyze the linear time invariant electronic circuits.

Prerequisite: EST130 Basics of Electrical and Electronics Engineering
MAT102 Vector Calculus, Differential Equations and Transforms (Laplace Transform)

Course Outcomes:: After the completion‘of-the course the'student will be able to

CO1 | Apply Mesh / Node analysis or. Network Theorems tojobtain steady. state response of
K3 the linear time invariant netwoiks.

CO 2 | Apply Laplace Transforms to determine the transient behaviour of RLC networks.
K3

CO 3 | Apply Network functions and Network Parameters to analyse the single port and two
K3 port networks.

Mapping of course outcomes with program outcomes

PO1 |PO2 | PO3 | PO4 | PO5 |PO6 |PO7 | PO8 | PO9 | PO PO PO 12
10 11
coO 3 3 2
1
coO 3 3 2
2
coO 3 3 2
3
Assessment Pattern
Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2
Remember K1 10 10 10
Understand K2 20 20 20
Apply K3 20 20 70
Analyse
Evaluate
Create
Mark distribution
Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
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Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1(CO1): Obtain steady state response of the network using Mesh /
Node analysis. (K3)

1. Enumerate different types of sources in electronicinetworks.

2. Solve networks containing independent and dependent sources using Mesh / Node
analysis.

3. Evolve the steady-state AC analysis of a given network using Mesh or Node analysis.

Course Outcome 1 (CO1) : Obtain steady state response of the network using Network
Theorems. (K3)

1. Determine the branch current of the given network with dependent source using
superposition theorem.

2. State and prove Maximum Power Transfer theorem.

3. Find the Thevenin’s / Norton’s equivalent circuit across the port of a given network having
dependent source.

Course Outcome 2 (CO2): Determine the transient behaviour of network using Laplace
Transforms (K3)

1. The switch is opened at t = 0 after steady state is achieved in given network. Find the
expression for the transient output current.

2. Find the Laplace Transform of a given waveform.

3. In the given circuit, the switch is closed at i G, connecting an energy source to the

t =

R,C,L circuit. At time 'D, it is observed that capacitor voltage has a initial value. For the

element values given, determine expression for output voltage after converting the circuit into
transformed domain.
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Course Outcome 3 (CO3): Apply Network functions to analyse the single port and two
port network. (K3)

1. What are the necessary conditions for a network Driving point function and Transfer
functions?

2. Evaluate the Driving point function and Transfer function for the given network,

3. Plot the poles.and zeres of the given network:

Course Outcome 3 (CO3): Apply Network Parameters to-analyse the two port network.
(K3)

1. Deduce the transmission parameters of twa-port network in terms.of two port network
parameters.

2. Define the condition for a two port network to be reciprocal.

3. Two identical sections of the given networks are connected in parallel. Obtain the two port
network parameters of the combination.

SYLLABUS

Module 1 : Mesh and Node Analysis

Mesh and node analysis of network containing independent and dependent sources.
Supermesh and Supernode analysis. Steady-state AC analysis using Mesh and Node analysis.
Module 2 : Network Theorems

Thevenin’s theorem, Norton’s theorem, Superposition theorem, Reciprocity theorem,
Maximum power transfer theorem. (applied to both dc and ac circuits having dependent
source).

Module 3 : Application of Laplace Transforms

Review of Laplace Transforms and Inverse Laplace Transforms, Initial value theorem &
Final value theorem, Transformation of basic signals and circuits into s-domain.

Transient analysis of RL, RC, and RLC networks with impulse, step and sinusoidal inputs
(with and without initial conditions). Analysis of networks with transformed impedance and
dependent sources.

Module 4 : Network functions

Network functions for the single port and two port network. Properties of driving point and
transfer functions. Significance of Poles and Zeros of network functions, Time domain
response from pole zero plot. Impulse Function & Response. Network functions in the

sinusoidal steady state, Magnitude and Phase response.
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Module 5 : Two port network Parameters

Impedance, Admittance, Transmission and Hybrid parameters of two port network.
Interrelationship among parameter sets. Series and parallel connections of two port networks.
Reciprocal and Symmetrical two port network. Characteristic impedance, Image impedance
and propagation constant (derivation not required).

Text Books
1. Valkenburg V., “Network Analysis”, Pearson, 3/e, 2019.

2. Sudhakar A, Shyammohan S.-P:; “Circuits and Netwarks- Analysis and Synthesis”, McGraw Hill,
5/e, 2015.

Reference Books

1. Edminister, “Electric Circuits — Schaum’s Outline Series”, McGraw-Hill, 2009.

2. W. Hayt, J. Kemmerly, J. Phillips, S. Durbin, “Engineering Circuit Analysis,” McGraw Hill.
2. K. S. Suresh Kumar, “Electric Circuits and Networks”, Pearson, 2008.

3. William D. Stanley, “Network Analysis with Applications”, 4/e, Pearson, 2006.

4. Ravish R., “Network Analysis and Synthesis”, 2/e, McGraw-Hill, 2015.

Course Contents and Lecture Schedule

No Topic | No. of Lectures
1 Mesh and Node Analysis
1.1 Review of circuit elements and Kirchhoff’s Laws 2
1.2 Independent and dependent Sources, Source transformations 1
1.3 Mesh and node analysis of network containing independent and dependent | 3
sources
1.4 Supermesh and Supernode analysis 1
1.5 Steady-state AC analysis using Mesh and'Nede analysis 3
2 Network Theorems (applied to both dc and ac circuits having dependent source)
2.1 Thevenin’s theorem 1
2.2 Norton’s theorem 1
2.3 Superposition theorem 2
2.4 Reciprocity theorem 1
2.5 Maximum power transfer theorem 2
3 Application of Laplace Transforms
3.1 Review of Laplace Transforms 2
3.2 Initial value theorem & Final value theorem (Proof not necessary) 1
3.3 Transformation of basic signals and circuits into s-domain 2
3.4 Transient analysis of RL, RC, and RLC networks with impulse, step, pulse, | 3
exponential and sinusoidal inputs
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3.5 Analysis of networks with transformed impedance and dependent sources 3

4 Network functions

4.1 Network functions for the single port and two port network 2

4.2 Properties of driving point and transfer functions 1

4.3 Significance of Poles and Zeros of network functions, Time domain 1
response from pole zero plot

4.4 Impulse Function & Response 1

4.5 Network functions inithe sinusoidal steady state, Magnitude and,Phase 3
response

5 Two port network Parameters

5.1 Impedance, Admittance, Transmission.and Hybrid parameters of two port 4
network

5.2 Interrelationship among parameter sets 1

5.3 Series and parallel connections of two port networks 2

5.4 Reciprocal and Symmetrical two port network 1

5.5 Characteristic impedance, Image impedance and propagation constant 1

(derivation not required)

Simulation Assignments:

Atleast one assignment should be simulation of steady state and transient analysis of R, L, C circuits
with different types of energy sources on any circuit simulation software. Samples of simulation
assignments are listed below. The following simulations can be done in QUCS, KiCad or PSPICE.

1. Make an analytical solution of Problem 4.3 in page 113 of the book Network Analysis by M E
Van Valkenberg. Realize this circuit in the simulator and observe i(t) and V> (t) using transient
simulation.

2. Realize a series RLC circuit with

e R=200Q,L=0.1H, C = 13.33pF

e R=2002Q,L=0.1H, C = 10pF and

e R =200Q,L =0.1H, C = 1pF and no souree;respectively. The initial voltage across the
capacitor is 200V Simulate the three circuits, and observe the current i(t) through them.

3. Repeat the above assignment for the three set of component values for a parallel RLC circuit.

4. Refer Problem 9.18 in page 208 in the book Electric Circuits by Nahvi and Edminister 4°
Edition. See Fig. 9.28. Simulate this circuit to verify superposition theorem for the three current
with individual sources and combination.

5. Refer Problem 9.22 in page 210 in the book Electric Circuits by Nahvi and Edminister 4°

Edition. See Fig. 9.32. Implement the circuit on the simulator with V = 30< 30°. Verify the
duality between the sources V and the current 12 and I3 using simulation.
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6. See Fig. 12.40 in Chapter 12 (page 298) in the above book. Let R1 = R2 = 2kQ, L =
10mH and C = 40nF. Implement this circuit in the simulator and perform the ac analysis
to plot the frequency response.

Model Question paper

APJJABDUL KALAM TECHNOLOGICAL UNIVERSITY
THIRD SEMESTER B.TECH DEGREE-EXAMINATION, (Model Question Paper)
Course Code: ECT205
Course Name: NETWORK THEORY
Max. Marks: 100 Duration: 3 Hours
PART A

Answer ALL Questions. Each Carries 3 mark.

[llustrate the source-transformation techniques. K2
Explain the concept of supernode. K2
State and prove Maximum Power Transfer theorem K1
Evaluate the Norton’s equivalent current in the following circuit. K3

5Q "

!
2i (¥ 21Q

i RS T .

Evaluate the Laplace Transform of half-wave rectified sine pulse. K3

v(t)

Give the two forms of transformed impedance equivalent circuit of a capacitor with K2
initial charge across it.

Enumerate necessary condition for a Network Functions to be Transfer Functions. K1

Obtain the pole zero configuration of the impedance function of the following K3
circuit.
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Define the short-circuit admittance parameter with its equivalent circuit.

“TRD] ABI Mt KALAM
g ofon e ki o
L\VERSITY

Find th

analysis.

Find the power delivered by the

using mesh

K2

K2

CO1

K3

Co1

K3

CO1
K3
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0V

1 = 2
5 3q 10
2A
_ ( ’ P)sa §sn
25

13 Find th

b. Find the Norton

10£0° V()

OR

14 Determine the maximum power delivered to the load in the circuit.

COo1
K3

CO1
K3

COo1

K3

14
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100 150 5Q -je0 A
T l 5
CcO1
iq
50.20° A —j10a Ffz,_
I ea K3

Module - ITT

15  The switch is opened at t = ( after steady state is achieved. Find the expression for 8
a. the transient current i

LA Co2
OO f

30 Q 200
104 2H

b. A voltage pulse of unit height and width ¢ T’ is applied to a low pass RC circuit at 6

K3

time t=0. Determine the expression for the voltage across the capacitor C as a CO?2

function of time. K3

OR

16 In the circuit, the switch is closed at e 0, connecting a source ? " to the RC

14

circuit. At time © ﬂ, it is observed that capacitor voltage has the value

o CO2
Ve(0) = 9-5¥ For the element values given, determine V.(2) after converting the
K3

circuit into transformed domain.

Module - IV

17 For the network, determine Driving point impedance Z;; (s), Voltage gain Transfer 14



18

19

20
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function G; (s) and Current gain Transfer function O (s).

—
12 F

CO3
K3

1

|
e

Compare an
and Tra

For follc
i(t). Als

LW

Deduce th
(i) Z-param
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opo

Two identical sections of t

the Y-parameters of the combina

1

i"r rs arEﬁlhﬂHyb

oint function 7

CO3
K2
e source 7

CO3
K3

|
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CcO4
K2

sSym 1

o

K2

connected in parallel. Obtain 14

K3
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ECL 201 | SCIENTIFIC COMPUTING LABORATORY | CATEGORY | L | T | P | CREDIT
PCC 01013 2

Preamble

e The following experiments are-designed to translate the mathematical
concepts into system design:

e The students shall use. Python-for tealization-of experiments.” Other

softwares such ag R/MATLAB/SCILAB/LabVIEW;can also be used.

e The experiments will lay the foundation for future labs such as DSP
lab.

e The first two experiments are mandatory and any six of the rest should
be done.

Prerequisites
e MAT 101 Linear Algebra and Calculus

e MAT 102 Vector Calculus, Differential Equations and Transforms

Course Outcomes The.student will be able to
CO 1 | Describe the needs and requirements of scientific.computing and to

tamiliarize one programming language for scientific computing and
data visualization.

CO 2 | Approximate an array/matrix with matrix decomposition.

CO 3 | Implement numerical integration and differentiation.

CO 4 | Solve ordinary differential equations for engineering applications
CO 5 | Compute with exported data from instruments

CO 6 | Realize how periodic functions are constituted by sinusoids

CO 7 | Simulate random processes and understand their statistics.

Mapping of Course Outcomes with Program Outcomes

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | POT | PO8 | PO9 | PO10 | PO11 | PO12
col| 3 3 3 2 3 0 0 0 3 1 0 3
co2| 3 3 1 2 3 0 0 0 3 0 0 1
co3| 3 3 1 1 3 0 0 0 0 0 0 1
co4| 3 3 1 1 3 0 0 0 0 0 0 1
co5 | 3 3 1 3 0 0 0 0 3 3 0 0
CO6 | 3 3 2 2 3 0 0 0 3 1 0 0
Cor| 3 3 2 2 3 0 0 0 3 1 0 1
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Assessment Pattern

Mark Distribution

150 MIF?T""EEL‘.I 21T %SE%%M
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Course Level Assessment Questions

CO1-The needs and requirements of scientific computing and to
familiarize one programming language for scientific computing and
data visualization

1. Write a function to compute the first N Fibonacci numbers. Run this
code and test it,

2. Write a functionito compute thesumof NV complex numbers. Run this
code and test it.

3. Write a function to compute the factorial of an integer. Run this code
and test it.

CO2-Approximation an array/matrix with matrix decomposition.

1. Write a function to compute the eigen values of a real valed valued
matrix (say 5x5). Run this code. Plot the eigen values and understand
their variation.

2. Write a function to approximate a 5 X 5 matrix using its first 3 cigen
vales. Run the code and compute the absolute square error in the
approximation.

CO3-Numerical Integration and Differentiation

1. Write and execute a function to return the first and second derivative
of the function f(t) = 3t* + 5_for the vector t = [—3, 3].

2. Write and execute a function:to return the value of

3
/ e It gt
=8

1. Write and execute a function to return the numerical solution of

d?
yre) + 4$ + 2z = ¢ " cos (t)

CO0O4-Solution of ODE

2. Write and execute a function to solve for the current transient through
an RL network (with + = 1) that is driven by the signal 5e~*U(t)

3
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CO5-Data Analysis

1. Connect a signal generator toa DSO and display a 1V, 3 kH z signal.
Store the trace in a usb device as a spreadsheet. Write and execute a
funetiontorload andidispaly, signal from the spreadsheet. Compute the
rms value of the-signal.

2. Write andjexecute a program to display random data in two dimensions
as continuous -and discrete plots.

COG6-Convergence of Fourier Series

1. Write the Fourier series of a traingular signal. Compute this sum for
10 and 50 terms respectively. Plot both signals on the same GUI.

CO7-Simulation of Random Phenomena

1. Write and execute a function to toss three fair coins simultaneously.
Compute the probability of getting exactly two heads for 100 and 1000
number of tosses

Experiments

Experiment 1. Familarization of the Computing Tool
1. Needs and requirements in scientific computing

2. Familiarization of a programming language like
Python/R/ MATLAB/SCILABY/LiabVIEW for scientific computing

3. Familiarization of data types in the language used.
4. Familiarization of the syntax of while, for, if statements.

5. Basic syntax and execution of smalliscripts.

Experiment 2. Familarization of Scientific Computing
1. Functions with examples

2. Basic arithmetic functions such as abs, sine, real, imag, complez, sinc
etc. using bulit in modules.

3. Vectorized computing without loops for fast scientific applications.

4
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Experiment 3. Realization of Arrays and Matrices

1.
2.
3.

Experimer

1.

) )
value aeconnl 8
. Plot the absolute error(¢ '

Realize one dimensional array of real and complex numbers

Ste and co OuS pPlOTS OI real array 'P atpLo U harts.

alo of o ime ga .las_an I‘lS t eir wisualiza-

values
gular

n A and ! AR el |ai; —

late the

a; 5
plo

),

lef %;t) ition 'i‘

;

Realize t sint, t and the vector t =
[0, 10] witk .01 F
mctions using built

Compute the f se¢ on%ﬁr‘v_@ive of

in tools such as ¢

. Plot the derivatives ov Spe ions and appreciate.
. Familiarize the numerical integration tools in the language you use.
. Realize the function

f(t) =4t +3
and plot it for the vector t = [—5, 5] with increment 0.01

bt
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6. Use general integration tool to compute

2

1. Rdtl Tehbd N ki o ko o
e ECHNOLOGICAL
UNINGHRS Y

circuit with R = 10,
L=1mH and C =

e 5V DC
e the signal 5e U (¢)
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Experiment 6. Simple Data Visualization

1. Draw stem plots, line plots, box plots, bar plots and scatter plots with
random data.

PIABIIUL KALAM
P LG GAL
S NAYEROITY

A T

s his-

d the la rgence of Fourier

o8 T ko o
0 \
T = 20. JII

4. Plot the first ns on t me grapk w and understand
how the smoot ds a dEﬂ)Ha dis s square function.

th

P |

3. r 4l )
Exper ‘ o
The experi ns to :
serie

1.

2. Rea

3. Realize an i 01 and keep

5. Compute and plot t , 50 and 100 terms of the

and understand the la e t the points of discontinuity.
6. With ¢ made a zero vector, f(0) , resulting in the Madhava series
for 7 as R
— 41—+ ...
[ 3 N 5 7 ol

7. Use this to compute 7 for the first 10, 20, 50 and 100 terms.

7
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Experiment 9: Coin Toss and the Level Crossing Problem

1. Simulate a coin toss that maps a head as 1 and tail as 0.

4. Create a nif]nMcIo:ﬁg'chr .F!\h.;ﬁliu;[;l gnitude 10, plot

three
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ECL 203 LOGIC DESIGN LAB CATEGORY |L |T |P |CREDIT
PCC 0 [0 [3 2

Preamble: This course aims to (i) familiarize students with the Digital Logic Design through
the implementation of Logic Circuits using ICs of basic logic gates (ii) familiarize students
with the HDL based Digital Design Flow.

Prerequisite: Nil

Course Outcomes: After the completion of the course-the-student will be able to

CO 1 | Design and demonstrate the functioning-of various combinational and sequential
circuits using ICs

CO 2 | Apply an industry compatible hardware description language to implement digital
circuits

CO 3 | Implement digital circuis on FPGA boards and connect external hardware to the
boards

CO 4 | Function effectively as an individual and in a team to accomplish the given task

Mapping of course outcomes with program outcomes

PO PO PO3 |PO4|PO5 |POG6 [ PO7 |POS8 | POY9 | PO PO PO
1 2 10 11 12
COo1 |3 3 3 3 3
CcOo2 |3 1 1 3 3 3 3
CO3 |3 1 1 3 3 3 1 3
CO4 |3 3 3 3 3 3
Assessment
Mark distribution
Total CIE ESE ESE Duration
Marks
150 75 75 2.5 hours
Continuous Internal Evaluation Pattern:
Attendance : 15 marks

Continuous Assessment : 30 marks
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Internal Test (Immediately before the second series test) : 30 marks

End Semester Examination Pattern: The following guidelines should be followed regarding award
of marks

(a) Preliminary work : 15 Marks
(b) Implementing the work/Conducting the experiment : 10 Marks
(c) Performance, result and inference (usage of equipments and trouble shooting) : 25 Marks
(d) Viva voce : 20 marks
(e) Record : 5’ Marks

General instructions: End-semester practical examination i$ to'be conducted immediately after
the second series test cavering entire|syllabus given below. Evaluatien is to be conducted under
the equal responsibility Jof both, thel intetnal’and external exariners, The number of candidates
evaluated per day should not exceed 20. Students shall be allowed far the examination only on
submitting the duly certified record. The external examiner shall endorse the record.

Course Level Assessment Questions

Course Outcome 1 (CO1): Design and Development of combinational circuits

1. Design a one bit full adder using gates and implement and test it on board.

2. Implement and test the logic function f(A,B,C)=>m(0,1,3,6) using an 8:1 Mux IC
3. Convert a D flip-flop to T flip-flop and implement and test on board.

Course Outcome 2 and 3 (CO2 and CO3): Implementation of logic circuits on tiny
FPGA

1. Design and implement a one bit subtracter in Verilog and implement and test it on a tiny
FPGA board.

2. Design and implement a J-K flip-flop in Verilog, implement and test it on a tiny FPGA
board.

3. Design a 4:1 Multiplexer in Verilog and implement and test it on tiny FPGA board.
List of Experiments:

It is compulsory to conduct a minimum of 5 experinients from Part A and a minimum of 5
experiments from Part B.

Part A (Any 5)

The following experiements can be conducted on breadboard or trainer kits.

=

Realization of functions using basic and universal gates (SOP and POS forms).

2. Design and Realization of half /full adder and subtractor using basic gates and universal
gates.

4 bit adder/subtractor and BCD adder using 7483.

Study of Flip Flops: S-R, D, T, JK and Master Slave JK FF using NAND gates.
Asynchronous Counter:3 bit up/down counter

ko
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6. Asynchronous Counter:Realization of Mod N counter

7. Synchronous Counter: Realization of 4-bit up/down counter.

8. Synchronous Counter: Realization of Mod-N counters.

9. Ring counter and Johnson Counter. (using FF & 7495).

10. Realization of counters using IC’s (7490, 7492, 7493).

11. Multiplexers and De-multiplexers using gates and ICs. (74150, 74154)
12. Realization of combinational circuits using MUX & DEMUX.

13. Random Sequence generator using LFSR.

PART B (Any 5)

The following eXperiments aim at training the students'in digital circuit design with verilog and
implementation in small,FPGAs. Small, low, cost FPGAs, that cah be driven'by. open tools for
simulation, synthesis and plagce and route; suchsas TinyFFPGA or-kattice iCEstick can be used.
Open software tools such as yosisi(for simulation and synthesis) and arachne (for place and
route) may be used. The experiments will lay the- foundation for digital design with FPGA with
the objective of increased employability.

Experiment 1. Realization of Logic Gates and Familiarization of FPGAs

(a) Familiarization of a small FPGA bboard and its ports and interface.

(b) Create the .pcf files for your FPGA board.

(c) Familiarization of the basic syntax of verilog

(d) Development of verilog modules for basic gates, synthesis and implementation in the
above FPGA to verify the truth tables.

(e) Verify the universality and non associativity of NAND and NOR gates by uploading the
corresponding verilog files to the FPGA boards.

Experiement 2: Adders in Verilog
(a) Development of verilog modules for half adder in 3 modeling styles (dataflow/structural/
behavioural).
(b) Development of verilog modules for full adder in structural modeling using half adder.

Experiement 3: Mux and Demux in Verilog
(a) Development of verilog modules for a4x1 MUX.
(b) Development of verilog modules for a 1x4 DEMUX.

Experiement 4: Flipflops and coutners
(a) Development of verilog modules for SR, JK and D flipflops.
(b) Development of verilog modules for a binary decade/Johnson/Ring counters

Experiment 5. Multiplexer and Logic Implementation in FPGA
(a) Make a gate level design of an 8 : 1 multiplexer, write to FPGA and test its functionality.
(b) Use the above module to realize the logic function f (A, B, C) = >m(0, 1, 3, 7) and test it.
(c) Use the same 8 : 1 multiplexer to realize the logic function f (A, B, C, D) = >m(0, 1, 3, 7,
10, 12) by partitioning the truth table properly and test it.

Experiment 6. Flip-Flops and their Conversion in FPGA
(a) Make gate level designs of J-K, J-K master-slave, T and D flip-flops, implement and test
them on the FPGA board.
(b) Implement and test the conversions such as T to D, Dto T, J-K to T and J-K to D

Experiment 7: Asynchronous and Synchronous Counters in FPGA
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(a) Make a design of a 4-bit up down ripple counter using T-flip-lops in the previous
experiment, implement and test them on the FPGA board.

(b) Make a design of a 4-bit up down synchronous counter using T-flip-lops in the previous
experiment, implement and test them on the FPGAboard.

Experiment 8: Universal Shift Register in FPGA
(a) Make a design of a 4-bit universal shift register using D-flip-flops in the previous
experiment, implement and test them on the FPGA board.

Experiment 9. B

J e gmen o c A
(a) Make a gatelevel de 1?no a seve ent decoder; write|t d test its
functionalit ‘E':._I
(b) Test it with switches seve . Use “for connection to the
display. th T f::'ﬂE r‘JlT(- :!:'
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ECT281 ELECTRONIC CIRCUITS CATEGORY |L | T | P | CREDIT
Minor 31110 4

Preamble: This course aims to develop the skill of the design of various analog circuits.

Prerequisite: EST130 Basics of Electrical and Electronics Engineering

Course Outcomes: After the completion’of the course the student will be able to

Cco1 Realize simple circuits using diodes, resistors and capacitors

CO 2 Design amplifier;and oscillator circuits

CO3 Design Power supplies, D/A and A/D convertors for various applications
CO4 Design and analyze circuits using operational amplifiers

Mapping of course outcomes with program outcomes

PO1 ([PO2 | PO3 |PO4 | PO5 |PO6 |PO7 | PO8 |POY | PO PO PO 12
10 11
COo1 3 3 2
CO2 3 3 2
CO3 3 3 2
Cco4 3 3 2
Assessment Pattern
Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2
Remember K1 10 10 10
Understand K2 20 20 20
Apply K3 20 20 70
Analyse K4
Evaluate
Create
Mark distribution
Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks
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End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Realize simplecircuits using diodes, resistors;and capacitors.

1. For the given specification design a differentiator and integrator circuit.

2. For the given input waveform and circuit, draw the output waveform and
transfer characteristics:

3. Explain the working of RC differentiator and integrator circuits and sketch the output
waveform for different time periods.

Course Outcome 2 (CO2): Design amplifier and oscillator circuits.

1. For the given transistor biasing circuit, determine the resistor values, biasing currents
and voltages.

2. Explain the construction, principle of operation, and characteristics of MOSFETs.

3. Design a RC coupled amplifier for a given gain.
4. Design a Hartley oscillator to generate a given frequency.

Course Outcome 3 (CO3): Design Power supplies, D/A and A/D convertors for various
applications.

1. Design a series voltage regulator.
2. For the regulator circuit, find the outputivoltage and current through the zener diode.

3. Ina 10 bit DAGC, for a given reference voltage; find the analog output for the given digital
input.

Course Outcome 4 (CO4): Design circuits using operational amplifiers for various
applications

1. For the given difference amplifier, find the output voltage.

2. Derive the expression for frequency of oscillation of Wien bridge oscillator using
op-amp.

3. Realize a summing amplifier to obtain a given output voltage.
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SYLLABUS

Module 1:

Wave shaping circuits: Sinusoidal and non-sinusoidal wave shapes, Principle and working
of RC differentiating and integrating circuits, Clipping circuits - Positive, negative and biased
clipper. Clamping circuits - Positive, negative and biased clamper.

Transistor biasing: Introduction, operating point, concept of load line, thermal stability
(derivation not required), fixed bias, self bias, voltage divider bias.

Module 2:

MOSFET- Structure, | Enhancement. and Depletion ‘types, principle ‘of  operation and
characteristics.

Amplifiers: Classification of amplifiers,:RC coupled amplifier — design and working, voltage
gain and frequency response. Multistage amplifiers - effect of cascading on gain and
bandwidth.

Feedback in amplifiers - Effect of negative feedback on amplifiers.

MOSFET Amplifier- Circuit diagram, design and working of common source MOSFET
amplifier.

Module 3:
Oscillators: Classification, criterion for oscillation, Wien bridge oscillator, Hartley and
Crystal oscillator. (design equations and working of the circuits; analysis not required).

Regulated power supplies: Review of simple zener voltage regulator, series voltage
regulator, 3 pin regulators-78XX and 79XX, DC to DG conversion, Circuit/block diagram
and working of SMPS.

Module 4 : Operational amplifiers: Characteristics of op-amps(gain, bandwidth, slew rate,
CMRR, offset voltage, offset current), comparison of ideal and practical op-amp(IC741),
applications of op-amps- scale changer, sign.changer, adder/summing amplifier, subtractor,
integrator, differentiator, Comparator, Instrumentation amplifier.

Module 5:

Integrated circuits: D/A and A/D convertors —important specifications, Sample and hold
circuit, R-2R ladder type D/A convertors.

Flash and sigma-delta type A/D convertors.

Text Books
1. Robert Boylestad and L Nashelsky, Electronic Devices and Circuit Theory, Pearson,
2015.
2. Salivahanan S. and V. S. K. Bhaaskaran, Linear Integrated Circuits, Tata McGraw
Hill, 2008.

Reference Books
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1. David A Bell, Electronic Devices and Circuits, Oxford University Press, 2008.

2. Neamen D., Electronic Circuits, Analysis and Design, 3/e, TMH, 2007.

3. Millman J. and C. Halkias, Integrated Electronics, 2/e, McGraw-Hill, 2010.

4. Op-Amps and Linear Integrated Circuits, Ramakant A Gayakwad, PHI, 2000.

5. K.Gopakumar, Design and Analysis of Electronic Circuits, Phasor Books, Kollam, 2013

Course Contents and Lecture Schedule

No Topic No. of Lectures

1 Wave shaping circuits

1.1 Sinusoidal and non-sinusoidal wave shapes 1

1.2 Principle and working of RC differentiatingrand integrating circuits 2

1.3 Clipping circuits - Positive, negative and biased clipper 1

1.4 Clamping circuits - Positive, negative and biased clamper 1
Transistor biasing

1.5 Introduction, operating point, concept of load line 1
Thermal stability, fixed bias, self bias, voltage divider bias. 3

2 Field effect transistors

2.2 MOSFET- Structure, Enhancement and Depletion types, principle of 2
operation and characteristics
Amplifiers

2.3 Classification of amplifiers, RC coupled amplifier - design and working 3
voltage gain and frequency response

2.4 Multistage amplifiers - effect of cascading on gain and bandwidth 1

2.5 Feedback in amplifiers - Effect of negative feedback on amplifiers 1
MOSFET Amplifier- Circuit diagram, design and working of common 2
source MOSFET amplifier

3 Oscillators

3.1 Classification, criterion for oscillation 1

3.2 Wien bridge oscillator, Hartley and Crystal oscillator 3
Regulated power supplies

3.3 simple zener voltage regulator, series‘voltage regulator line and load 3
regulation

3.4 3 pin regulators-78XX and 79XX 1

3.5 DC to DC conversion, Circuit/block diagram and working of SMPS 1

4 Operational amplifiers

4.1 Differential amplifier 2

4.2 characteristics of op-amps(gain, bandwidth, slew rate, CMRR, offset 2
voltage, offset current), comparison of ideal and practical op-amp(IC741)

4.3 applications of op-amps- scale changer, sign changer, adder/summing 3

amplifier, subtractor, integrator, differentiator
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4.4 Comparator, Schmitt trigger, Linear sweep generator 3

5 Integrated circuits

5.1 D/A and A/D convertors — important specifications, Sample and hold circuit | 1

5.2 R-2R ladder type D/A convertors 2

5.3 Flash and successive approximation type A/D convertors 2

5.4 Circuit diagram and working of Timer IC555, astable and monostable 3
multivibrators using 555

Assignment:

Atleast one assignment should be simulation of transistor amplifiers and op-amps on any circuit
simulation software.

Model Question paper
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
THIRD SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT281
Course Name: ELECTRONIC CIRCUITS

Max. Marks: 100 Duration: 3 Hours
PART A

Answer ALL Questions. Each Carries 3 mark.

1 Design a clamper circuit to get the following transfer characteristics, assuming K3
voltage drop across the diode s 0.7V.
"._'.I'OJL
ylo ] RelirgiS .
12.3
Ve
rd
" f---PR3
i -10 =
v = Vin
2 Give the importance of biasing in transistors? Mention significance of operating K2
point.
3 What is line regulation and load regulation in the context of a voltage regulator? K2

Explain with equation for percentage of regulation:-
4 Compare the features of FET with BJT:- K1

5 What is the effect of cascading in gain and bandwidth of amplifier? K1
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Discuss about simple zener shunt voltage regulator:-

Realize a circuit to obtain Vo= -2V1+3V2+4V3 using operational amplifier. Use
minimum value of resistance as 10KQ.

Design a monostable multivibrator using IC 555 timer for a pulse period of 1 ms.

Describe the working of a Flash type A/D Convertet, with
example.

Define: (1) Slew tate, (2) CMRR;(3), offset voltage and current:-
PART -B
Answer one question from each module; each question carries 14 marks.
Module - I

Design a differentiator circuit for a square wave signal with Vpp=10 and frequency
10KHz:-

Consider a self-biasing circuit shown in figure below with Vcc=20V, R=1.5KQ,
which is operated at Q-point (Vce=8V, Ic=4mA), If hx=100, find R;, R, and R..
Assume Vgg=0.7V.

] Voo

% Ra Rg
:&GND

OR

Explain the working of an RC differentiator circuit for a square wave input with period
T.Sketchits output waveform for RC > T ,RC < T and RC = T.

With reference to the following circuit, draw the load line and mark the Q point of a
Silicon transistor operating in CE mode based on the following data (=80,
Rs=47KQ, R =1KQ, neglect Icgo)

K1
K3

K3

K2

K2

CO1
K3

cOo2
K3

CO1
K3

CO2
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K3
R 8
VEB=10V
Draw the output waveform and transfer characteristics of the given clipper circuit. 4
Cco1
K3
9: Dy
Vin
20 "Dﬂ Y ape===
TT
_’
- Circuit diagram
Module - IT
With neat sketches, explain the construction, principle of operation and 9
characteristics of an. N-channel enhancement MOSEET:- Co2
K2
Draw the circuit of'an RC coupled amplifier and explain the function of each 5
element:- cOo2
K2
OR
Draw the circuit of a common source-amplifier using MOSFET. Derive the 9
expressions for voltage gain and inputTesistahce:- CcO2
K2
Sketch the frequency response of an RC coupled amplifier and write the reasons for
gain reduction in both ends. 5
CcOo2
K2
Module - III
Design a Hartley oscillator to generate a frequency of 150KHz. 5

CO2
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K3
b. Draw the circuit of a series voltage regulator. Explain its working when the input 9
voltage as well as load current varies. Design a circuit to deliver 5V, 100mA CO3
maximum load current:- K3
OR
16 With neat diagram and relevant equations explain the working of wein bridge 7
a. oscillator using BJT:- Co2
K2
b. Derive the expression for the frequency of oscillation of ‘Wien bridge oscillator using 4
BJT CcOo2
K2
c.
For the circuit shown below, find the ouput voltage across RL and current through 3
the zener diode:- co3
K3
120Q
MW
5 e +
20V T vy, R, 1KQ
Module - IV
17 With circuit, relevant equations and waveforms explain the working of a Schmit 10
a. trigger using op-amp:- CO4
K2
The difference amplifier shown in thefigure have Ri=R,=5KQ, R;=10KQ,
b. R,=1KQ. Calculate the output voltage. 5
: CO4
K3
OR
18  With circuits and equations show that an op-amp can act as integrator, 9
a. differentiator, adder and subtractor. CO4

K2
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What do you mean by differential amplifier? With neat sketches, explain the 5
working of an open loop OP-AMP differential amplifier. CcO4
K2
Module - V

Explain the working of R-2R ladder type DAC. In a 10 bit DAC, reference voltage is 10
Cco3
K3

given as

o b\ | AL

TECHNOLOGICAL =«
LINIVERSITY

CcOo4
K3

CO4
K3

CO4
K2
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Simulation Assignments

The following Slml;'@!. 11_}0 n b?ﬁkr% IQT]CE{( I?ad oi{ﬁq% J'Iﬁ}_ M
1. Design and coupledpampli t signals. Plot the
AC frequency est}z nd; un ew gj/ ‘ 1 {I_ugﬁ LICIGS Observe the
effect of negative eetac % ﬁ:;g{lb 1tOT acros ﬁkgﬂutter resistor.
bridge SCl at R eq al:nc of 10 kHz. Run a transient simu-

and output cur-
he line and load

2. Design and simulate
lation and ol

3. Design and s
rent [p = 1
regulations.

4. Design and i s transfer charac-

teristics.

5. Design and s
Run the ac s

d output signals.
width.

6. Design and

: la ADC. Observe the output bit patterns and transfer
characteristics w

7. Design and si

8. Design and imp oe c1rcu1t for upp of +8V and a lower

triggering point ¢ ( ; )
21]"54

i
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ECT 283 ANALOG COMMUNICATION CATEGORY |L | T |P | CREDIT
Minor 3 110 4

Preamble: The course has two objectives: (1) to study two analog modulation schemes known as
amplitude modulation and frequency modulation (2) to understand the implementations of transmitter
and reciever systems used in AM and FM.

Prerequisite: NIL

Course Outcomes:' After the completion of the course the student will be'able to

CO 1 | Explain various components of ‘a communication system

CO 2 | Discuss various sources of noise, and its-the effect in a communication system
CO 3 | Explain amplitude modulation and its variants for a sinusoidal message

CO 4 | Explain frequency modulation and its variants for asinusoidal message

CO 5 | List and compare various transmitter and receiver systems of AM and FM

Mapping of course outcomes with program outcomes

PO |PO2 |PO3 |PO4 [ PO5 | PO6 [PO7 | PO8 | PO9 | PO PO PO
1 10 11 12

CO1 3 3

CO2 3 3

CO3 3 3

CO4 3 3

CO5 3 3

CO6 3 3

Assessment Pattern

Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2

Remember K1 10 10 10

Understand K2 20 20 20

Apply K3 20 20 70

Analyse

Evaluate

Create

Mark distribution

Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
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Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Explain various-components of a-<communication system.

1. What is the need.of a modulator“in‘a radio communcation system?
2. What are the various frequency bands used in radio communication
3. Why base band communication is infeasible for terrestrial air transmission?

Course Outcome 2 (CO2): Discuss various sources of noise, and its the effect in a
communication system.

1. What is thermal noise?

2. Describe the noise voltage generated across resistor?

3. Why is it that noise voltage can not be used as a source for power?

Course Outcome 3 (CO3): Explain amplitude modulation and its variants for a sinusoidal
message.

1. Write down the equation for'an AM wave for a sinusoidal message
2. What is the significance of modulation index?
3. Describe envelope detector

Course Outcome 4 (CO4): Explain frequency modulation and its variants for a sinusoidal
message

4. How is practical bandwidth for an FM wave determined?
5. What are the value of frequency.devaiation;bandwidth for a typical FM station?
6. What is PLL?

Course Outcome 5 (CO5): List and compare various transmitter and receiver systems of
AM and FM

1. Draw the block diagram of a super heterodyne receiver.

2. How is adjasecent channel rejection achieved in superhet? How is image rejection
achieved in a superhet?
3. Explain the working principle of one FM generator, and one FM demodulator.
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Syllabus

Module I

Introduction, Elements of communication systems, Examples of analog communication
systems, Frequency bands, Need for modulation.

Noise in communication system, Definitions of Thermal noise (white noise), Various types of
noise -- Shot noise, Partition noise, Flicker noise, Burst noise, (No analysis required) Signal
to noise ratio, Neise factor, Noise temperature, Narrow band noise}

Module I

Brief overview of signals'and systems + Signals, Classification of signals, Energy and power of
signals, Basic signal operations, Impulse function, Properties of impulse function,
Convolution, LTI system, Fourier-Transform, Basic'properties, Using Fourier transform to
study LTI system.

Module ITI

Amplitude modulation (AM), Double-side band suppressed carrier (DSB-SC) modulation
Single sideband modulation (SSB) — spectrum, power, efficiency of all the three variants.
(Study of only tone modulation in DSB-SC, AM, and SSB.) Amplitude-modulator
implementations — switching modulater, balanced modulator. AM demodulators -- Coherent
demodulator. Envelope detector.

Module IV

Frequency modulation — modulation index, frequency deviation, average power, spectrum of tone
modulated FM. Heuristics for bandwidth of FM. Narrow band FM and wide-band FM. FM
generation: Varactor diode modulator, Armstrongs method. FM demodulation — slope
detection, PLL demodulator.

Module V
Superheterodyne reciever, Principle of Carrier synchronization using PLL, NTSC Television
broadcasting.

Text Books
1. Kennedy, Davis, “Electronic Communication Systems,” 4" Edition, Tata McGraw Hill

2. Wayne Tomasi, “Electronic Communication Systems — Fundamentals through Advanced,”
5% edition, Pearson.

3. B. P. Lathi, Zhi Ding, Modern Digital and Analog Communication Systems, 4" edition,
Oxford University Press.
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Reference books

1. Leon W. Couch, Digital and Analog Communication Systems, 8" edition, Prentice
Hall.
Course Contents and Lecture Schedule

No Topic No. of Lectures
I Introduction, Elements 0f ¢ommunication systems, Examples' of 3

analog communication systems, Frequency bands, Need for

modulation

Noise in communication system, Definitions:of Thermal noise 5

(white noise), Shot noise, Partition noise, Flicker noise, Burst
noise, (No analysis required) Signal to noise ratio, Noise factor,
Noise temperature, Narrow band noise.

II Brief Overview of Signals and Systems: Signals, Classification | 4
of signals, Energy and power of signals, Basic signal operations,

Impulse function, Properties of impulse function, Convolution, 2
Definition of Linear time-invariant system. Input-output relation 2
of LTI system

Definition of Fourier-Transforms, Some Properties of Fourier 5

Transform — Linearity, Time-shift, Modulation theorem, Parsevals
theorem. Using Fourier Transform to study LTI systems.

i Amplitude modulation (AM) — modulation index, spectrum, | 2
power, efficiency.

Double-side band suppressed carrier (DSB-SC) modulation — | 1
spectrum, powetr, efficiency.

Single sideband modulation (SSB) — spectrum, power, efficiency. | 1
(Study of only tone modulation in-BSB-SC, AM, and SSB.)

Amplitude-modulator implementations —- switching modulator, | 2

balanced modulator (at block diagram level).

AM demodulators -- Coherent demodulator. Envelope detector. 3
v Frequency modulation — modulation index, frequency deviation, average | 4

power, spectrum of tone modulated FM

Heuristics for bandwidth of FM. Narrow band FM and wide-band FM. 1

FM generation: Varactor diode modulator, Armstrongs method. | 4
FM demodulation — slope detection, PLL demodulator.
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Receivers for AM/EM: Super heterodyne receiver (block |3
diagram), Adjacent channel selectivity, Image rejection, Double
conversion.

Carrier Synchronization using PLL 1

NTSC  Television broadcasting using AM, FM radio |2
broadcasting.

Sample Assignments

1.

© N Uk

Using the message signal m(t)=t /14t Determine and sketch the modulated wave for
amplitude modulation whose percentage ‘of modulation equal the following values — 50%,
100%, 120%

A standard AM transmission sinusoidally modulated to a depth of 30% produces sideband
frequencies of 4.98MHz & 4.914 MHz. the amplitude of each sideband frequency is 75V.
Determine the amplitude and frequency of the carrier?

Write the typical frequency ranges for the following classification of EM spectrum: MF,
HF,VHF and UHF.

List the basic functions of a radio transmitter and corresponding functions of the receiever?
Discuss the types causes and effects of various forms of noise at a receiver.

What are the different frequency components in SSB & DSBSC signals?

Describe the AM generation using diode as a nonlinear resistor.

Define the following terms in the context of FM -- Frequency deviation, frequency
sensitivity, instantaneous phase deviation.

The equation for FM wave is s(t)= 10 Cos (27 * 10°% +5 sinLZOO it+10sin (30007t ||

Calculate frequency deviation, approximate transmission BW and power in the modulated
signal.
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APJ ABDUL KALAM TECHNOLOGICAL
UNIVERSITY

THIRD SEMESTER B.TECH. DEGREE EXAMINATION

ECT 283: Analog Communication

Max. Marks: 60 Duration: 3
hours

PART A
Answerall questions! Each question carries 3 marks each.

Explain the need for modulation.

A receiver connected to an antenna whose resistance is 50 ohm has an equivalent noise
resistance of 30 ohm .calculate receiver noise figure in decibels & its equivalent noise
temperature?

Plot the signal x(t)=u(t+1)+2u(t)-u(t-3)

State Parseval’s theorem for DTFT. What is its signifance?

Define amplitude modulation? Give the frequency spectrum for AM wave?

Derive the expression for total power of AM wave?

Explain the following terms-a)Modulation index b)Instantaneous frequency deviation
Compare AM & FM systems.

What are the advantages that the super heterodyne receiver has over the receivers? Are there
any disadvantages?

. Give the limitations of NTSC systems?

PART B

(a) Explain the following (i) Thermal neise (ii) Flicker noise (6 marks)
(b) Explain the elements of communication systems in detail? (8 marks)
OR
(a) Define the signal to noise ratio and noise and noise figure of a receiver? How noise
temperature related to noise figure? (8 marks)
(b) List the basic functions of a radie transmitter & the corresponding functions of the
receiver? (6 marks)
(a) Distinguish between energy & power signals. Give an example for each category? (6
marks)
(b) State and prove the linearity and time shifting property of Fourier Transform? (8 marks)
OR

(a) Check whether the systems are linear & stable. (i) y(t)=e*” (i) y[n]=x[n-1] (6 marks)

(b) Find convolution of signal x[n] = [1,-1, 1, 1] with itself? (5 marks)

(c)Distinguish between causal & non causal systems with suitable examples? (3 marks)
OR

(a) Derive the expression of total power in SSB wave? (7 marks)
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(b) Describe the AM demodulation using envelope detector? (7 marks)
OR

(a) Describe the DSB SC wave generation process using balanced modulation (9 marks)

(b) Give the spectrum of SSB & DSB SC waves? Make comparison of bandwidth
requirements. (5 marks)

(a) Explain the direct method of generating FM signal using varactor diode? (6 marks)

(b average power

OR

(a) Ex itical expressions, the.demodulation of signal using
ol TN TEA

b G ct to odulated FM?-(4 marks : =

(a) Explain the stjetﬁni:z\?ﬁzﬁit ad e%e b%{ ram? (10 marks)

(b) Explain how e of plifier & improve the NR of a super heterodyne receiver? (4
marks)

(a) Exp
(b) Wi

KJ L
- -
7 Estd, %

h ﬁ

ks, 2014 4
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Simulation Assignments

The following simulations can be done in Python/SCILAB/MTLAB or LabVIEW.

Amplitude Modulation Schemes

e Create a sinusoidal carrier(z.(t)) and AF signal(x;) with the frequency of carrier being 10
times that of the AF signal.

e Compute the 'AM signal as-ma.(#)z(t) + x.(t) for variousvalues of the;modulation index m
ranging from 0 to, 1.

e Observe the power spectral density of this AM signal.
o muz.(t)z(t) is the DSB-SC signal. Observe-this-signal and its pewer spectral density.
e [Load a speech signal in say in .wav format into a vector and use it in place of the AF signal

and repeat the above steps for a suitable carrier.

SSB Signal Generation

e Simulate an SSB transmitter and receiver using —7 shifters. This can be realized by the
Hilbert Transform function in Python, MATLAB etc.

e Test the system with single tone and speech signal.
e Add channel noise to the signal and test for the robustness against noise.

e Slightly offset the receiver carrier phase and observe the effect at the reception.

FM Signal Generation

e Create a sinusoidal carrier(z.(t)) and a single tone signal (z(¢) ) with the frequency of carrier
being 50 times that of the message tone.

e Compute the FM signal with a modulatien index of 5.
e Observe the power spectral density of this FM signal for spectral width of 10 times that tone

frequency.

AM Radio Receiver

e Procure a radio kit

e Assemble the kit by soldering all components and enjoy.

FM Radio Receiver

e Procure an FM radio kit

e Assemble the kit by soldering all components and enjoy.

Generation of Discrete Signals
e Generate the following discrete signals
— Impulse signal

— Pulse signal and

— Triangular signal



ECT285 | INTRODUCTION TO SIGNATS-AND V€A TEG ORY MUTHC B TJEREBIT HERING
SYSTEMS Minor 311 |o 4

Preamble: This course aims to apply the concepts of electrical signals and systems

Prerequisite: None
Course Outcomes: After the completion of the course the student will be able to

CO 1 |Define and classify continuous and discrete signals
CO 2 |Explain and characterize ra system and LTI system
CO 3 |Explain the spectrum of’a signal
Mapping of course outcomes, with program outcomes
PO |[PO2 PO3 |[PO4-PO5 PO6 [PO7 PO8 POY PO |PO (PO12
1 10 11
CO1 |3 3 2
COo2 |3 3 3 2
CO3 |3 3 3 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember 10 10 20
Understand 10 10 20
Apply 30 30 60
Analyse
Evaluate
Create
Continuous Internal EvaluationPattern:
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be-two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Definition and classification of signals

1. Define a signal. Classify them to energy and power signals.

2. Determine whether the signal x(t)=cos(3t)+sin(5t) is periodic. If so what is the period?

3. Compare the frequency range of continuous time and discrete signals.

Course Outcome 2 (CO2): Explain and characterize a system

1. Check whether the system y[n]=cos{x[n]}is a. Stable b. Causal c. time invariant d. linear
2. Derive the ouptut of a continuous time LTI system

3. Give the meaning of impulse response of LTI systems

Course Outcome 2 (CO3): Spectra of Signals

1. State and prove Parsevals theorem

2. State and prove the modulation property of Fourier transform

3. Find the continuous tiime Fourier transform a pulse of width w and amplitude unity and centred
about the origin.
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Module 1 : Introduction to Continuous Time Signals

Definition of signal. Basic continous-time signals. Frequency and angular frequency of continous-
time signals . Basic operation on signals. Classification of continous-time signals:Periodic and Non-
periodic signals.Even and Odd signals, Energy and power signals. Noise and Vibration signals.
Module 2 : Discrete Time Signals

Basic discrete-time signals. Frequency and angular frequency of discrete-time signals.Classification
of discrete-time signals:Periodic and Non-periodic signals.Even and-Qdd, signals, Energy and
power signals.

Module 3: Systems

System definition. Continuous-time -and discrete-time - systems. Properties. — Linearity, Time
invariance, Causality, Invertibility,Stability. Representation of systems using impulse response.
Module 4: Linear time invariant systems

LTI system definition. Response of a continous-time LTI system and the Convolutional Integral.
Properties. Response of a discrete-time LTI system and the Convolutional Sum. Properties.
Correlation of discrete-time signals

Module 5 : Frequency analysis of signals

Concept of frequency in continous-time and discrete-time signals. Fourier transform of continuous-
time and discrete-time signals. Parsevals theorem. Interpretation of Spectra. Case study of a

vibration signal.The sampling theorem.

Text Books
1. Simon Haykin, Barry Van Veen, Signals and systems, John Wiley

2. Hwei P.Hsu, Theory and problems of signals ahd systems, Schaum Outline Series, MGH.
3. Anders Brandt, Noise and Vibration Analysis,Wiley publication.
4. A Anand Kumar, Signals and systems, PHI learning
5. Sanjay Sharma, Signals and systems
Course Contents and Fecture Schedule
No Topic No. of Lectures
1 Introduction to Continuous Time Signals
1.1 Definition of signal, Basic continous-time signals. 3
1.2 Frequency and angular frequency of continous-time signals 1
1.3 Basic operation on signals 1
1.4 Classification of continous-time signals 3
1.5 Noise and Vibration signals 1
2 Discrete Time Signals
2.1 Basic discrete-time signals and its frequency 3
2.2 Classification of discrete-time signals 3
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3 Systems

3.1 System definition- CTS & DTS 1
3.2 Properties-Linearity, Time invariance 3
3.3 Causality, Invertibility, Stability 2
3.4 Representation of systems using impulse response 1
4 Linear time invariant systems

4.1 LTI system definition.Properties. 1
4.2 Response of a continuous-time L TT system and the Convolutional Integral 3
4.3 Response of a discrete-time LTI system and the Convolutional Sum 3
4.4 Correlation'of discrete-time signals 2
5 Frequency analysis of signals

5.1 Concept of frequency in continuous-time and discrete-time signals 1
5.2 CTFT and spectra 3
5.3 DTFT and spectra 3
5.4 DFT 1
5.5 Parsevals theorem 1
5.6 Case study of a vibration signal 1
5.7 The sampling theorem 2
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Model Question Paper

A P _J Abdul Kalam Technological University

ALL ABDLI L GALAM
TECHNOLOGICAL
s A LV ERSE L e

Time 100
1 (3)
2 (3)
3 (3)
4 (3)
5 (3)
6 : ne systems. (3)
7 c output i e (3)
LTI
8 Com (3)
(n)
9  State a (3)
10 Comme racte inuous  (3)
time Four
o, P2EYB |
Answer one question ich-module. -Ea on carries 14 mark.
11(A) Determine whether o he 1 z(t) = cost +sinyv2t  (7)

is periodic. If periodic determine its fundemental period.
11(B) Define, sketch and list the properties of continuous time  (7)
impulse function
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OR

2(A) g Oei;v%i 3:-31 al:z:l u iIen y-ﬁ:g‘l (:) f
0 feme b E@H”é%i 0

SUIMIVERSITY

13(B) (6) K
14 (14) K,
15(A) (6) K>
15(B) (8) K3
16(A) (14) Ks

b)Causal
c¢) Linear
d) Time invariant

e)Stable
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17 The impulse response of a linear time invariant system is (14) K3
h(n) ={1,2,1,-1},-1<n <2
Determine the response of the system for the input signal

AP] ABDUL KALAM
T[- _HN@ILC!EJICAL

K
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Simulation Assignments

The following simt}@!i.OE}S ignﬁfﬁdf] gg]*ieﬂth P@{Tﬁ/ AB/OCTAVE
Hee t TR TTROLOGICAL
+ puessm ) IN ]V ERSTTY

e Triang

2. Write a func his function on a

few signals a

3. e Compu ith h = [2, 3,5, 6].

Observe

e Now let tween h and x.
e Flip the with h. Compare
the res

e Repeat

h=11,2,3,4,5,4,:
e Give yo

4. e Write a f
signals

shifted unit impulse

e Write a func
signals.

on between two pulse

I'T sys

i gﬂj5

‘|

5. e Relaize a continu ysten

. One may use scipy.signal.lti

e Make it into a discrete system (po scipy.signal.cont2discrete)

oly

e Observe the step response in both cases and compare.



ELECTRONICS AND COMMUNICATION ENGINEERING

SEMESTER -4
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ECT202 ANALOG CIRCUITS CATEGORY | L [T [P [ CREDIT
PCC 3 1 ]o 4

Preamble: This course aims to develop the skill of analyse and design of different types of
analog circuits using discrete electronic components.
Prerequisite: EST130 Basics of Electrical and Electronics Engineering

Course Outcomes:| After the ‘completioniof the course the'student will'be able'to

co1 Design analog sighal processing circuits using'diodes and first order RC circuit

CO2 Analyse basic, amplifiers using BJT-and MOSEET

CO 3 | Apply the principle of oscillator'and regulated power supply circuits.

Mapping of course outcomes with program outcomes

PO1 |PO2 | PO3 | PO4 | POS5 |POG6 |PO7 | POS8 | PO9 | PO PO PO
10 11 12

Co1 3 3 2
CO2 3 3 2
CO3 3 3 2

Assessment Pattern

Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2

Remember K1 10 10 10

Understand K2 20 20 20

Apply K3 20 20 70

Analyse K4

Evaluate

Create

Mark distribution

Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks
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End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1(CO1): Design analog signal processing circuits using diodes and first
orderRC circuit.

1. For the given specification design a differentiator, /integrator circuit.
2. For the given transfer characteristics design.clipping /clamping circuit.
3. Design first order RC low-pass / high-pass circuit for the given specification.

Course Outcome 2 (CO2): Analyse basic amplifiers using BJT.

1. For the given transistor biasing circuit, determine the resistor values, biasing currents
and voltages.

2. Design a RC coupled amplifier for a given gain.
3. Analyse the frequency response of BJT RC coupled amplifier using hybrid m model.

Course Outcome 2 (CO2): Analyse basic amplifiers using MOSFET.
1. Perform DC analysis of MOSFET circuits.
2. Design a common source amplifier.
3. Deduce the expression for voltage gain of CS stage with diode-connected load.

Course Outcome 2 (CO2): Analyse basic feedback amplifiers using BJT and MOSFET

1. Deduce the expression for voltage gain, input impedance and output impedance of the
four feedback amplifier topologies.

2. Design practical discrete amplifiers for the four feedback amplifier topologies.
Course Outcome 3 (CO3): Apply the principle of oscillator and regulated power supply.

1. Design oscillator using BJT to generate sine wave for the given frequency.

2. Deduce the expression for maximum efficiency of class B power amplifiers.

3. Mlustrate the DC and AC load line in transformer coupled class A power amplifiers.

4. Design voltage regulator for the given specifications.



ELECTRONICS AND COMMUNICATION ENGINEERING
SYLLABUS

Module 1:

Wave shaping circuits: First order RC differentiating and integrating circuits, First order RC
low pass and high pass filters.

Diode Clipping circuits - Positive, negative and biased clipper. Diode Clamping circuits -
Positive, negative and biased clamper.

Transistor biasing: Need, operating point, concept of .DC load line, fixed bias, self bias,
voltage divider bias, bias stabilization.

Module 2:
BJT Amplifiers: RC coupledamplifier (CE.configuration) — need of various components
and design, Concept of ACload lines, voltage-gain and frequency response.

Small signal analysis of CE configuration using small signal hybrid-pi model for mid
frequency and low frequency. (gain, input and output impedance).
High frequency equivalent circuits of BJT, Miller effect, Analysis of high frequency response

of CE amplifier.

Module 3:

MOSFET amplifiers: MOSFET circuits at.:DC, MOSFET as an amplifier, Biasing of
discrete MOSFET amplifier, small signal equivalent circuit. Small signal voltage and current
gain, input and output impedance of CS configuration. CS stage with current source load, CS
stage with diode-connected load.

Multistage amplifiers - effect of cascading on gain and bandwidth. €ascode amplifier.

Module 4 :

Feedback amplifiers: Effect of positive and negative feedback on gain, frequency response
and distortion. The four basic feedback topologies, - Analysis of discrete BJT circuits in
voltage-series and voltage-shunt feedback “tapologies - voltage gain, input and output
impedance.

Oscillators: Classification, criterion for oscillation, Wien bridge oscillator, Hartley and
Crystal oscillator. (working principle and design equations of the circuits; analysis of Wien
bridge oscillator only required).

Module 5:

Power amplifiers: Classification, Transformer coupled class A power amplifier, push pull
class B and class AB power amplifiers, complementary-symmetry class B and Class AB
power amplifiers, efficiency and distortion (no analysis required)

Regulated power supplies: Shunt voltage regulator, series voltage regulator, Short circuit
protection and fold back protection, Output current boosting.
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Text Books
1. Robert Boylestad and L Nashelsky, “Electronic Devices and Circuit Theory”, 11/e
Pearson, 2015.
2. Sedra A. S. and K. C. Smith, “Microelectronic Circuits”, 6/e, Oxford University
Press, 2013.

Reference Books
1. Razavi B., “Fundamentals of Microelectronics”, Wiley; 2015

2. Neamen D., “Electronic'Circuits, Analysis ‘and Design”, 3/e, TMH,'2007.

3. David A Bell;: “Electronie Devices and Circuits”, Oxford University Press, 2008.

4. Rashid M. H., “Microelectronic Circuits =-Analysis and Design”, Cengage Learning,
2/e,2011

5. Millman J. and C. Halkias, “Integrated Electronics”, 2/e, McGraw-Hill, 2010.

Course Contents and Lecture Schedule

No Topic No. of lectures
1 Wave shaping circuits
1.1 Analysis and design of RC differentiating and integrating circuits 2
1.2 Analysis and design of First order RC low pass and high pass filters | 2
1.3 Clipping circuits - Positive, negative and biased clipper 1
1.4 Clamping circuits - Positive, negative and biased:clamper ar
Transistor biasing
1.5 Need of biasing, operating point, bias stabilization, concept of load | 1
line
Design of fixed bias, self bias, voltage divider bias. 2
2 BJT Amplifiers
2.1 Classification of amplifiers, RC coupled amplifier (CE 2
configuration) — need of various components and design, Concept
of AC load lines.
2.2 Small signal analysis of CE configuration"using small signal hybrid | 3

n model for mid frequency. (gain, input;and output impedance).

2.3 High frequency equivalent circuits of BJT, Miller effect, Analysis 4
of high frequency response of CE amplifier. voltage gain and
frequency response

3 MOSFET amplifiers

3.1 MOSFET circuits at DC, MOSFET as an amplifier, Biasing of 2
discrete MOSFET amplifier,

3.2 Small signal equivalent circuit. Small signal voltage and current 3

gain, input and output impedances of CS configuration.
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3.3 CS stage with current source load, CS stage with diode-connected | 2
load.
3.4 Multistage amplifiers - effect of cascading on gain and bandwidth. | 2

Cascode amplifier.

4 Feedback amplifiers

4.1 Properties of positive and negative feedback on gain, frequency 1
response and-distortion.

4.2 Analysis of the four basic/feedback topologies 3

4.3 Analysis of discrete circuits in each-feedback topologies -voltage 3
gain, input and outputimpedance
Oscillators

4.4 Classification, criterionsfor oscillation 1
Wien bridge oscillator, Hartley and Crystal oscillator. (working 2
principle and design equations of the circuits; analysis not
required).

5 Power amplifiers

5.1 Classification, Transformer coupled class A power amplifier 1

5.2 push pull class B and class AB power amplifiers, complementary- 3

symmetry class B and Class AB poweramplifiers, efficiency and
distortion (no analysis required)

Linear Regulated power supplies

5.3 Principle of Linear Regulated power supplies, Shunt voltage 1
regulator
5.4 Series voltage regulator, Short circuit protection and fold back 2

protection, Output current boosting

Assignment:

Atleast one assignment should be simulatien of different types of transistor amplifiers on any
circuit simulation software.
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Model Question paper
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
THIRD SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT202
Course Name: ANALOG CIRCUITS
Max. Marks: 100 Duration: 3 Hours
PART A

Answer ALL Questions. Each Carries'3 mark.

1 Design the first order RC high pass filter with.cut off frequency 2Kz. 3 K3
2 Describe about the double ended clipping. 3 K2
3 Differentiate between DC and AC load lines. 3 K2
4 What is the significance of Miller effect on high frequency amplifiers? 3 K1
5 What are the effects of cascading in gain and bandwidth of an amplifier? 3 K1
6 Calculate the drain current if 11,Cox = 100 pA/V?, Vg = 0.5V and A = 0 in the 3 K3
following circuit.
Vpp=1.8V
RDI1 k<
20 k iJ
:
o W, o8-
=M1 T " 018
;; 200 Q
7 [lustrate the effect of negative feedback on’bandwidth and gain of the amplifier. 3 K2
8 Explain the criteria for an oscillator to oscillate. 3 K1
9 How to eliminate cross over distortion in class-B power amplifier? 3 K2
10  What is line regulation and load regulation in the ¢ontext of a voltage regulator? 3 K2
PART -B
Answer one question from each module; each question carries 14 marks.
Module - I
11 a Design a differentiator circuit for a square wave signal with Vpp=10 and frequency @6  CO1
10KHz. K3
b. Design a clamper circuit to get the following transfer characteristics, assuming 8 CO1

voltage drop across the diodes 0.7V. K3
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12.3

AP] ABDLH. KALAM
TECHNOLOGICAL

b.  With ref hoint of 9 K3
the Silic CO2

14 K3
CcO2

13  For the follo

OR



14 a

15a

16

17

18 a

19

20
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Draw the high frequency hybrid m model of BJT in CE configuration and explain
the significance of each parameter.

Analyse BJT RC coupled amplifier in CE configuration at high frequency using
hybrid m model.

Module - ITI

Draw the circuit of a common source amplifier using MOSFET. Derive the
expressions foryvoltage: gain: and=input resistan¢e from small| signal jequivalent
circuit.

How wide bandwidth.is obtained in Cascode amplifier-?

OR

Draw the CS stage with current source load and deduce the expression for voltage
gain of the amplifier

Module - IV

Give the block schematic of current-series feedback amplifier configuration and
deduce the expression for gain, input impedance and output impedance with
feedback. Design a practical circuit for this current-series feedback amplifier.

OR

Design wein-bridge oscillator using BJT to generate 1KHz sine wave.

Explain the working principle of crystal escillator

Module - V
Illustrate the working principle of-‘€0miplementary-symmetry class B power
amplifiers and deduce the maximumefficiency of the circuit
OR

Design a discrete series voltage regulator. with short circuit protection for regulated

output voltage 10V and maximum current 100mA.

6

14

14

14

14

K2
CcOo2

K2
CcOo2

K2
CO2

K2
CcO2

K3
CO2

K3
CcOo2

K3
CO3

K2
CO3

K2
CO2

K3
CO3
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Simulation Assignments (ECT202)

The following simul

1. Design and 51 I} a vi lta 1 s feedbac aqlp fier b Observe the input

and output si Pl u1t plot and understand its
E I‘\]HL fl; AT

2. Design and simulate a lta edback amplifier "bas T/ MOSFET. Observe the input
and output signals. P uengy res ve the yquits plot and understand its

stability

3. Design and si
100mA with a

tput current Ip =
gulations.

4. Design and sit ent simulation and

observe the o

5. Design and si ent simulation and

observe the o

6. Design and sir
signals. Plot t

e input and output
d its stability

7. Design and simulate Hartley osc uency of Run a transient simulation and
observe the output waveform.

8. Design and simt st

e at +3.50V a

e at +2.5V and Eﬁtdu

e at —2.5V and 3
with Si diodes
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ECT 204 SIGNALS AND SYSTEMS | CATEGORY |L. [T [P | CREDIT
PCC 3 [1]0 4

Preamble: This couse aims to lay the foundational aspects of signals and systems in both
continuous time and discrete time, in preparation for more advanced subjects in digital signal
processing, image processing, communication theory and control systems.

Prerequisite: Nil

Course Outcomes: After the completion of the course-the-student will be able to

CO1 Apply properties of signals'and systems to classify them

CO2 Represent signalswith the help of series and transforms

CcO3 Describe orthogonality ‘of signals-and cenvolution integral.

co4 Apply transfer function to compute the LTI response to input signals.
CO5 Apply sampling theorem to discretize continuous time signals

Mapping of course outcomes with program outcomes

PO1 |PO2 |PO3 | PO4 POS5 | POG6 {PO7 |PO8 | PO9 | PO PO PO
10 11 12
CcO 3 3
1
CcO 3 3 3
2
CcO 3 3 3
3
CcO 3 B
4
CcO 3 3 3
5

Assessment Pattern

Bloom’s Category Continuous'Assessment Tests | End Semester Examination
1 2

Remember 10 10 10

Understand 20 20 20

Apply 20 20 70

Analyse

Evaluate

Create

Mark distribution

Total CIE ESE ESE Duration
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Marks

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2" questions from each module; having 3-marks for each  question."Students should
answer all questions. Part B contains| 2 questions-from each.module of which student should answer
any one. Each question can-have maximum 2 sub-divisions‘and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1) : Apply properties of signals and systems to classify them

1. Check whether the following systems are stable, causal, linear, and time-invariant (a) y[n]
= x[2n] (b) y(t) = x*(t) + 3 () y[n] = nx[n]
2. Plot (a) u(t-1) + u(1-t) (b) u(t-1) — u(t+1) (c) sinc(t/T) (d) r(t) — r(t-2) — 2u(t-2)

Course Outcome 2 (CO2) : Represent signals with the help of series and transforms

1. Compute the Fourier transform of (a) x(t) = 1, -T/2 <t <T/2, and 0 elsewhere (b) x(t) = 1
- (jt/T), -T <t <T, and 0 elsewhere

2. Show that a square wave has only odd harmonics.

3. State and prove Parsevals theorem

Course Outcome 3 (CO3) : Describe orthogonality of signals and convolution integral.

1. Show that O(t-a) and &(t-b), a # b are orthogenal
2. Define convolution of x(t) and h(t)

Course Outcome 4 (CO4) : Apply transfer function to compute the LTI response to input
signals.

1. Give the frequency response of a first-order low pass filter. What is the 3-dB cut off

frequency?
2. What is the signficance of linear phase response?

Course Outcome 5 (CO5) : Apply sampling theorem to discretize continuous time signals

1. Derive the interpolation formula for finite-energy band-limited signals from its samples.
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SYLLABUS

Elementary signals, Continuous time and Discrete time signals and systems, Signal
operations, Differential equation representation, Difference equation representation,
Continuous time LTI Systems, Discrete time LTI Systems, Correlation between signals,
Orthogonality of signals, Frequenicy domain représentation, Continuotlis time Fourier series,
Continuous time* Fourier transform, -Using-1Laplace ‘transform" to characterize Transfer
function, Stability land Causitity using| ROC| of Transfer transform, Frequency response,
Sampling, Aliasing, Z|transferm, Inverse' Z transform, Unilateral /Z-transform, Frequency
domain representation of discrete time signals; Discrete-time Fourier series and discrete time

Fourier transform (DTFT), Analysis of discrete time LTI systems using the above transforms.

Text Books

1. Alan V. Oppenheim and Alan Willsky, Signals and Systems, PHI, 2/e, 2009

2. Simon Haykin, Signals & Systems, John Wiley, 2/e, 2003

Reference Books

1. Anand Kumar, Signals and.Systems, PHI, 3/e, 2013.

2. B P. Lathi, Priciples of Signal Processing & Linear systems, Oxford University Press.
3. Gurung, Signals and System, PHI.

4. Mahmood Nahvi, Signals and System, Me Graw Hill (India), 2015.

5. P Ramakrishna Rao, Shankar Prakriya, Signals and System, MC Graw Hill Edn 2013.
6. Rodger E. Ziemer, Signals & Systems - Continuous and Discrete, Pearson, 4/e, 2013

Course Contents and Lecture Schedule

Module Topic Number of lecture
hours

Elementary Signals, Classification and representation of

continuous time and discrete time signals, Signal operations 4

Continuous time and discrete time systems — Classification, 3
I Properties.

Representation of systems: Differential equation representation

of continuous time systems. Difference equation representation 2

of discrete systems.

Continuous time LTI systems and convolution integral. 2




ELECTRONICS AND COMMUNICATION ENGINEERING

Discrete time LTI systems and linear convolution.

Correlation between signals, Orthogonality of signals.

2
Stability and causality of LTI systems. 2
1
4

Frequency domain representation of continuous time signals -
continuous time Fourier series and its properties.

Continuous time Fourier transform and its properties.

11 Convergence and Gibbs phenomenon 3
Review of Laplace Transform, ROC of Transfer function, 3
Properties of ROC, Stability,and causality conditions:

Relation between, Fourier and Laplace transforms, 1
Analysis of LT systems using-Laplace and Fourier transforms.
Concept of transfer function, Frequency response, Magnitude 4

I11 and phase response!

Sampling of continuous time signals, Sampling theorem for 3
lowpass signals, aliasing.
Frequency domain representation of discrete time signals, 4

Discrete time fourier series for discrete periodic signals.
IV Properties of DTFS.

Discrete time fourier transform (DTFT) and its properties. 5
/Analysis of discrete time LTI systems using DTFT. Magnitude
and phase response.

7. transform, ROC , Inverse transform, properties, Unilateral Z
Vv transform. 3

Relation between DTFT and Z-Transform, Analysis of discrete 4
time LTI systems using Z transforms, Transfer function.
Stability and causality using Z transform.
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Simulation Assignments (ECT 204)

The following simt;ﬂio‘l.:}s ignﬁfﬁa] E'éﬁieMth P@fﬁ/ LAB/OCTAVE
Homee S PECHIINOLOGICAL

e Impulse signa

crsesmatdl ) NV ERSTTY

e Triang

2. Write a func his function on a

few signals a

3. e Compu ith h = [2, 3,5, 6].

Observe

e Now let tween h and x.
e Flip the with h. Compare
the res

e Repeat

h=11,2,3,4,5,4,:
e Give yo

4. e Write a f
signals

shifted unit impulse

e Write a func
signals.

on between two pulse

I'T sys

o gﬂj5

‘|

5. e Relaize a continu ysten

. One may use scipy.signal.lti

e Make it into a discrete system (po scipy.signal.cont2discrete)

oly

e Observe the step response in both cases and compare.
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Model Question Paper

A P _J Abdul Kalam Technological University

ALL ABDLI L GALAM
TECHNOLOGICAL
colob Dot e B RS o

Time 100

1 : : (3) K>
2 i gy & I [ (3) K
3 i U (3) K2
4 i ! : e (3) K»
5 : LTI sy s— domain. (3) K;
6 i i resulti hen a 2/ i is (3) K,
g sig
7 the ROC pertaini 3) K
g fn] Ea[b1L: 20 (3) K
9 Write etion Hi(x) ofén LTT (3) I
+0 + z[n
10  Give the relation en ’;’r'lﬂ‘ti ‘ (3) K
R'T
Answer one question from ea du 1ch question carries 14 mark.
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15(A) Define sampling theorem. Determine the Nyquist rate and  (6) K>
Nyquist interval for the signal

D EDUL k:im.
T
UN 1 Y

16(A)

16(B)

17(A) esponse of a (7)) Ko

17(B) (7) K>

18 An LTT system ha
DTFT to compute t
puts: (i) z[n] = (3
zln] = (=1)".

= (§)"U[n]. Use (14) K,
of the followmg in-

(n+ 1)(3)"U[n] (iii)
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Module V
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ECT 206 COMPUTER CATEGORY |L| T [P | CREDIT
ARCHITECTURE AND PCC 31110 4
MICROCONTROLLERS*

Preamble: This course aims to impart knowledge of basic computer architecture and
modern microcontrollers.

Prerequisite: ECT203 Logic Circuit Design

Course Outcomes: After the completion of the course the student will be able to
CO 1 | Explain the [functional units, /I/O ‘and {meméry management w.r.t a typical
computer architecture.
CO 2 | Distinguish between microprocessor and microcontroller:
CO 3 | Develop simple programs using'assembly‘language programming.

CO 4 | Interface 8051 microcontroller with peripheral devices using ALP/Embedded C

CO 5 | Familiarize system software and Advanced RISC Machine Architecture.

Mapping of course outcomes with program outcomes

PO | PO (PO |PO (PO |PO |PO (PO |PO |[PO |PO | PO

1 2 3 4 5 6 7 8 9 10 11 12
COo1 |3 3
COo2 |3 3
CO3 |3 3 3 3
CO4 |3 3 5 3 3
CO5 |3 3 3

Assessment Pattern

Bloom’s Category Continuous Assessment End Semester

Tests Examination
1 2

Remember 10 10 10

Understand 20 20 20

Apply 20 20 70

Analyse

Evaluate

Create

Mark distribution

Total CIE ESE ESE
Marks Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers)  : 25 marks
Course project : 15 marks
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It is mandatory that a course project shall be undertaken by a student for this subject. The
course project can be performed either as a hardware realization/simulation of a typical
embedded system using Embedded C/ Assembly Language Programming. Instead of two
assignments, two evaluations may be performed on the course project along with series tests,
each carrying 5 marks. Upon successful completion of the project, a brief report shall be
submitted by the student which shall be evaluated for 5 marks. The report has to be submitted
for academic auditing. A few sample course projects are listed below:

Sample Course Projects

The below projects shall be dene with the help of IDE for:8051/P1IC/MSP/Arduino/Raspberry
Pi-based interfacing boards/sensor modules.

1. Relay control

2. Distance measurement

3. Temperature measurement /‘Digital Thermometer

4. RF ID tags

5. Alphanumeric LCD display interface.

6. OLED display interfacing

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions
SYLLABUS

Module 1: Computer Arithmetic and Processor Basics

Algorithms for binary multiplication and division. Fixed and floating-point number
representation. ' Functional units of a computer, Von Neumann and Harvard computer
architectures, CISC and RISC architectures.; Processor Architecture — General internal
architecture, Address bus, Data bus, control bus. Register set — status register, accumulator,
program counter, stack pointer, general purpose registers. Processor operation — instruction
cycle, instruction fetch, instruction decode, instruction execute, timing response, instruction
sequencing and execution (basic concepts, datapath.

Module 2: 8051 Architecture

Microcontrollers and Embedded Processors. Architecture — Block diagram of 8051, Pin
configuration, Registers, Internal Memory, Timers, Port Structures, Interrupts. Assembly
Language Programming - Addressing Modes, Instruction set (Detailed study of 8051
instruction set is required).

Module 3: Programming and Interfacing of 8051

Simple programming examples in assembly language. Interfacing with 8051 using Assembly
language programming: LED, Seven segment LED display. Programming in C - Declaring
variables, Simple examples — delay generation, port programming, code conversion.
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Interfacing of — LCD display, Keyboard, Stepper Motor, DAC and ADC -- with 8051 and its
programming.

Module 4: Advanced Concepts

8051 Timers/Counters - Modes and Applications. Serial Data Transfer — SFRs of serial port,
working, Programming the 8051 to transfer data serially. Introduction to ARM - ARM
family, ARM 7 register architecture. ARM programmer’s model. System software -
Assembler, Interpreter, Compiler, Linker, L.oader, Debugger.

Module 5: The Memory-System

Types of memory - RAM, ROM. Memory Characteristics and Hierarchy. Cache memory —
The basics of Caches, Mapping teehniques, Impreving.Gache-performance. Virtual memory —
Overlay, Memory management, Address tramnslation. Input/Output Organization -—
Introduction, Synchronous vs. asynchronous /O, Programmed I/O, Interrupt driven I/O,
Direct Memory Access.

Text Books

1. Muhammed Ali Mazidi & Janice Gilli Mazidi, R.D. Kinley, The 8051 microcontroller
and Embedded System, Pearson Education, 2™ edition.

2. Subrata Ghoshal, Computer Architecture and Organization: From 8085 to Core2Duo
and beyond, Pearson, 2011.

3. Steve Furber, ARM System - on-chip Architecture, Pearson Education
Reference Books
1. Mano M M, Computer System Architecture, 3" Ed, Prentice Hall of India.

2. Computer organization and design: The-Hardware/Software interface/David A.
Patterson, John L. Hennessy. — 5th.ed.

3. Computer Organisation V. Carl Hamacher, Zvonko G. Vranesic, Safwat G.Zaky.
4. John P Hayes, Computer Architecture and Organization, McGraw Hill.

5. Ramesh S Goankar, 8085 Microprocessor Architecture, Applications and
Programming, Penram International, 5/e.

6. The 8051 Microcontrollers: Architecture Programming and Applications, K Uma Rao
& Andhe Pallavi, Pearson, 2011.

7. Stallings W., Computer Organisation and Architecture, 5/e, Pearson Education.

Course Contents and Lecture Schedule

| No | Topic | No. of Lectures
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1 Computer Arithmetic and Processor Basics

1.1 Algorithms for binary multiplication and division 2

1.2 Fixed- and floating-point number representation in computers. 1

1.3 Functional units of a computer, Von Neumann and Harvard computer 1
architectures, CISC and RISC architectures.

14 Processor Architecture — General internal architecture, Address bus, Data bus, | 2
control bus. Register set — status register, accumulator, program counter, stack
pointer, general purpose registers.

1.5 Processor operation — instmuction-eycle, instruction fetch, instruction idecode, | 3
instruction execute, timing response, instruction sequencing and' execution
(basic.concepts), data path

2 8051 Architecture

2.1 Microcontrollers‘and Embedded Processors and*Applications 1

2.2 Architecture — Block diagram of 8051, Pin configuration, Registers, Internal | 3
Memory, Timers, Port Structures, Interrupts.

2.3 Addressing Modes of 8051 1

2.4 Instruction sets (Detailed study of 8051 instructions) 4

3 Programming and Interfacing of 8051

3.1 Simple programming examples in assembly language. 2

3.2 Interfacing programming in Assembly language 2

3.3 Programming in C - Declaring variables, Simple examples — delay generation, | 3
port programming, code conversion.

3.4 Interfacing of 7 segment LCD display 1

3.5 Interfacing of Keyboard and stepper motor 2

3.6 Interfacing of DAC and ADC 2

4 Advanced Concepts

4.1 8051 Timers/Counters - Modes and Applications 2

4.2 Serial Data Transfer — SFRs of serial port, working, Programming the 8051 to 2
transfer data serially

4.3 Introduction to ARM - ARM family, ARM 7 register architecture. ARM | 2
programmer’s model

4.4 System software - Assembler, Interpreter;; Gompiler, Linker, Loader, Debugger. | 2

5 Memory System

5.1 Types of memory - RAM, ROM. Memory Characteristics and Hierarchy 2

5.2 Cache memory — The basics of Caches, Mapping techniques, Improving Cache 2
performance

5.3 Virtual memory — Overlay, Memory management, Address translation 2

5.4 Input/Output Organization — Introduction, Synchronous vs. asynchronous 1/0, 3

Programmed I/0, Interrupt driven I/O, Direct Memory Access.
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Simulation assignments

The following examples may be solved in C program

v

A D=

Program to convert the ASCII number into unpacked BCD.

Program to swap a number 0 x ab to 0 x ba, where a and b are hex digits.

o ;:g' 1 e o 1} e ”é'" b A susy
st bt o e LEL L LA L
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A P J Abdul Kalam Technological University
Fourth Semester B Tech Degree Examination

Branch: Electronics and Communication
Course: ECT 206 COMPUTER ARCHITECTURE AND MICROCONTROLLERS

Time: 3 Hrs Max. Marks: 100

9.

Part+ A
Answer all questions. Questions carry-3 marks each.

Represent 4946.278941 as a,32 bit number in-IEEE 754 format.

Which is more important for the functioning of a basic processor, Program Counter or Stack
Pointer. Justify your answer.

List the components of 8051 microcontroller.

Write the operations happening in the following instructions:
ADD A, 56

XCHD A, @R1

DJNZ R6, LABEL

DIV AB

XRL A, #0FFh

JB P1.2 LABEL

Write an embedded C program for.8051 microcontroller to continously rotate a stepper motor
clockwise.

Write an embedded C program for 8051 microcontroller to blink P2.5 every 2 seconds
List the different modes and give corresponding uses of timers in 8051 microcontroller

Which are the SFRs used for serial communication in 8051 microcontroller. Give there
functions.

[lustrate the memory hierarchy in a computer system.

10. Is ROM a random access memory? Justify your answer.
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13.

14.

15.

16.

17.
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Answer one question each from all modules

Module - 1
a) With an example explain the “shift and add” algorithm for multiplying two binary numbers.
(5 marks)
b) With relevant diagrams illustrate the functioning of a basic (non — pipelined) processor.
(9 marks)
OR
a) Differentiate RISC.and CISC architectures. (4 marks)
b) Explain Instruction‘Cycle with a sample timing diagram (10 marks)
Module - 2
a) Illustrate the complete memory organisation of 8051 microcontroller (10 marks)
b) Differentiate microprocessors and microcontrollers. (4 marks)
OR
a) Explain about the Addressing Modes of 8051 microcontroller with examples. (7 marks)

b) Describe the classification of the Instruction Set of 8051 microcontroller with examples.

(7 marks)
Module - 3
a) Write an embedded C program for 8051 microcontroller to read an analogue signal from an
ADC and reproduce the same using a DAC (9 marks)

b) Write an assembly language program for 8051 microcontroller to sort N number in
ascending order. Assume that the numbers are stored in continuous locations starting from
0x4321 onwards. (5 marks)

OR

a) Write an embedded C program for 8051 microcontroller to repeatedly display the sequence
1,5,8,0,2,6,4,9,3,7 using a 7 — segment-display,with a delay of 1.5 seconds between each

number. (9 marks)
b) Write an assembly language program for 8051 microcontroller to find the cube of an 8 — bit
number (5 marks)
Module - 4

a) Assume a switch is connected to pin PL7. Write a embedded C program for 8051
microcontroller to monitor its status and
send two messages to serial port continuously as follows:
SW=0 send “NO”
SW=1 send “YES”
Assume XTAL = 11.0592 MHz, 9600 baud, 8-bit data, and 1 stop bit. (10 marks)
b) Describe the ARM 7 register architecture (4 marks)
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18. a) Write a embedded C program for 8051 microcontroller to send the message “Hello World !”
to serial port. Assume a SW is connected to pin P1.2. Monitor its status and set the baud rate
as follows:

SW =0, 4800 baud rate

SW =1, 9600 baud rate

Assume XTAL = 11.0592 Mhz, 8 — bit data, and 1 stop bit (10 marks)
b) Explain how a HLL program is executed as machine language in a processor (4 marks)

AP] ABDUL KALAM
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ECL 202 ANALOG CIRCUITS AND | CATEGORY |L [T [P | CREDIT

SIMULATION LAB PCC 0 03 2

Preamble: This course aims to
(i) familiarize students with the Analog Circuits Design through the implementation

of basic Analog Circuits using discrete components.
(ii) familiarize students with simulation of basic Analog Circuits.

Prerequisite: Nil

Course Outcomes: After the completion of the course the student will be-able to

CO 1 | Design and demonstrate the functioning of basic analog cireuits using discrete
components.

CO 2 | Design and simulate the functioning of basic analog circuits using simulation tools.

CO 3 | Function effectively as an individual and in a team to accomplish the given task.

Mapping of course outcomes with program outcomes

PO PO 2 | PO PO 4 | PO PO 6 | PO PO 8 | PO PO PO PO
1 3 5 7 9 10 11 12

coO 3 3 3 2 2

1

CcO 3 3 3 3 2 2

2

coO 3 3 3 3 3

3

Assessment

Mark distribution

Total CIE ESE ESE Duration
Marks
150 75 75 2.5 hours

Continuous Internal Evaluation Pattern:

Attendance : 15 marks
Continuous Assessment : 30 marks
Internal Test (Immediately before the second series test) : 30 marks
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End Semester Examination Pattern: The following guidelines should be followed regarding award
of marks

(a) Preliminary work : 15 Marks
(b) Implementing the work/Conducting the experiment : 10 Marks
(c) Performance, result and inference (usage of equipments and trouble shooting) : 25 Marks
(d) Viva voce : 20 marks
(e) Record : 5 Marks

General instructions: |[End-semester practigal examination is to be conducted.immediately after
the second series test covering entire-syllabus-given below. Evaluation is to be‘conducted under
the equal responsibility of both the internal and external examiners, The number of candidates
evaluated per day should not exceed!20.-Students shall be allowed for the examination only on
submitting the duly certified receord. The external examiner shall endorse the record.

Part A : List of Experiments using discrete components [Any Six experiments

mandatory]

1. RC integrating and differentiating circuits (Transient analysis with different inputs and

frequency response)

Clipping and clamping circuits (Transients and transfer characteristics)

RC coupled CE amplifier - frequency response characteristics

MOSFET amplifier (CS) - frequency response characteristics

Cascade amplifier — gain and frequency response

Cascode amplifier -frequency response

Feedback amplifiers (current series; voltage series) - gain-and frequency response

Low frequency oscillators —RC phase shift or Wien bridge

© ® Nk~ W N

Power amplifiers (transformer less) - Class B and Class AB

10. Transistor series voltage regulator (load;and line regulation)

PART B: Simulation experiments [Any Six experiments mandatory]
The experiments shall be conducted using open tools such as QUCS, KiCad or variants of
SPICE.
1. RC integrating and differentiating circuits (Transient analysis with different inputs and
frequency response)
Clipping and clamping circuits (Transients and transfer characteristics)
RC coupled CE amplifier - frequency response characteristics
MOSFET amplifier (CS) - frequency response characteristics

Cascade amplifier — gain and frequency response

@ 9k~ W

Cascode amplifier — frequency response
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Feedback amplifiers (current series, voltage series) - gain and frequency response
Low frequency oscillators — RC phase shift or Wien bridge
Power amplifiers (transformer less) - Class B and Class AB

Transistor series voltage regulator (load and line regulation)

AP] ABDUL KALAM
TECHNOLOGICAL
UNIVERSITY
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ECL 204 MICROCONTROLLER | CATEGORY (L |T |P | CREDIT
LAB PCC 0 |03 2

Preamble: This course aims to
(i) Familiarize the students with Assembly Language Programming of
modern microcontrollers.
(ii)  Impart the skills for interfacing the microcontroller with the help of
Embedded C/Assembly Language Programming.

Prerequisite: Nil

Course Outcomes: After thelcompletion of the course the.student will be able to

CO 1 | Write an Assembly language program/Embedded C program for performing data
manipulation.

CO 2 | Develop ALP/Embedded C Programs to interface microcontroller with peripherals
CO 3 | Perform programming/interfacing experiments with IDE for modern
microcontrollers.

Mapping of course outcomes with program outcomes

PO [ PO2 | PO3|PO4|PO5|POG6 | PO PO 8 | PO PO PO PO
1 8 9 10 11 12
cOo1 |3 3 3 3 3
cOo2 |3 3 2 3 3 3
cO3 |3 3 3 3 3 3 B 3
Assessment
Mark distribution
Total CIE ESE ESE Duration
Marks
150 75 75 2.5 hours
Continuous Internal Evaluation Pattern:
Attendance : 15 marks
Continuous Assessment . 30 marks
Internal Test (Immediately before the second series test) : 30 marks

End Semester Examination Pattern: The following guidelines should be followed regarding award
of marks

(a) Preliminary work : 15 Marks

(b) Implementing the work/Conducting the experiment : 10 Marks

(c) Performance, result and inference (usage of equipments and trouble shooting) : 25 Marks

(d) Viva voce : 20 marks
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(e) Record : 5 Marks

General instructions: End-semester practical examination is to be conducted immediately after
the second series test covering entire syllabus given below. Evaluation is to be conducted under
the equal responsibility of both the internal and external examiners. The number of candidates
evaluated per day should not exceed 20. Students shall be allowed for the examination only on
submitting the duly certified record. The external examiner shall endorse the record.

PART - A (Atleast 6 experiments are mandatory)

These experiments shall be performed using 8051 trainer kit. The programs shall be written
either in embedded C or.in assembly language:

1. Data transfer/exchange between specified memory locations.

2. Largest/smallest from a series.

3. Sorting (Ascending/Descending) of data.

4. Addition / subtraction / multiplication / division of 8/16 bit data.

5. Sum of a series of 8 bit data.

6. Multiplication by shift and add method.

7. Square / cube / square root of 8 bit data.

8. Matrix addition.

9. LCM and HCEF of two 8 bit numbers.

10. Code conversion — Hex to Decimal/ASCII to Decimal and vice versa.
PART - B (At least 4 experiments are mandatory.)

Interfacing experiments shall be done using modern microcontrollers such as 8051 or ARM.
The interfacing modules may be developed using Embedded C.

1. Time delay generation and relay interface.

2. Display (LED/Seven segments/L.CD) and keyboard interface.
3. ADC interface.

4. DAC interface with wave form generation.

5. Stepper motor and DC motor interface.

6. Realization of Boolean expression through port.



NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN

SEMESTER -4
MINOR



ELECTRONICS AND COMMUNICATION ENGINEERING

ECT282 Microcontrollers CATEGORY | L T | P | CREDIT
Minor 3 110 4

Preamble: This course aims to impart the overview of a microcontroller-based system design
and interfacing techniques.

Prerequisite: Nil

Course Outcomes: - After-the completion of the course-the student. will-be able to

CO 1 | Explain the building blocks of aitypical micrecomputer/microcontroller system
K2

CO 2 | Familiarize the instruction set of 8051 and perform assembly language programming
K2

CO 3 | Interface the various peripheral devices to the microcontroller using assembly/ C
K3 programming

CO4 Realize external communication interface to the microcontroller
K3

CO5 | Familiarize the building blocks of RISC Processors and ARM microcontrollers
K2

Mapping of course outcomes with program outcomes

PO |PO2 | PO3 | PO4 | PO5 | POG6 | PO7|POS8 |POY | PO PO PO

1 10 11 12
CO1 3 2
CO2 3 3 2
CO3 3 2 3 3 2
CO4 3 2 3 3 2
CO5 3 2

Assessment Pattern

Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2

Remember K1 10 10 10

Understand K2 20 20 20

Apply K3 20 20 70

Analyse

Evaluate

Create

Mark distribution

Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:



Attendance
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should answer
all questions. Part B contains 2 questions from each module of which student should answer any one.
Each question can have maximum 2 sub-divisions and carry 14 marks.

Syllabus
Module 1: Computer Arithmetic and Processor Basics

Functional units of a computer, Von. Neumann and Harvard--computer architectures. Processor
Architecture — General internal architecture, Address bus, Data bus, control bus. Register set — status
register, accumulator, program counter, stack pointer, general purpose registers. Processor operation —
instruction cycle, instruction fetch, instruction decode, instruction execute.

Module 2: 8051 Architecture

Architecture — Block diagram of 8051, Pin configuration, Registers, Internal Memory, Timers, Port
Structures, Interrupts. Addressing Modes, Instruction set (brief study of 8051 instruction set is sufficient).

Module 3: Programming and Interfacing of 8051

Simple programming examples in assembly language: Addition, Subtraction, Multiplication and Division.
Interfacing of LCD display, Keyboard, Stepper Motor, DAC and ADC with 8051.

Module 4: Open Source Embedded Development Boards
Introduction. ATmega2560 microcontroller- Block diagram and pin description. Arduino Mega 256 board

— Introduction and pin description. Simple Applications - Solar Tracker, 4-Digit 7-Segment LED Display,
Tilt Sensor, Home Security Alarm System, Digital Thermometer, IoT applications.
Module 5: ARM Based System

Introduction - ARM family, ARM 7 register architecture, ARM programmer’s model. Raspberry pi 4
board — Introduction and brief description. Applications-~ Portable Bluetooth speaker, Remote-controlled
car, Photo Booth, [oT weather station, Home automation-centre, Portable Digital eBook Library.

Text Books

1. Computer Architecture and Organization:-From ‘8085 to Core2Duo and beyond, Subrata Ghoshal,
Pearson, 2011.

2. The 8051 microcontroller and Embedded System, Muhammed Ali Mazidi & Janice Gilli Mazidi,
R.D. Kinley, Pearson Education, 2™ edition.

Reference Books

1. The 8051 Microcontrollers: Architecture Programming and Applications, K Uma Rao & Andhe
Pallavi, Pearson, 2011.

2. ARM System - on-chip Architecture, Steve Furber, Pearson Education

ELE.(B'RO[}IICS AND COMMUNICATION ENGINEERING
: 10 marks
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No Topic No. of Lectures

1 Computer Arithmetic and Processor Basics

1.1 Functional units of a computer, Von Neumann and Harvard computer | 2
architectures

1.2 Processor Architecture — General internal architecture 1

1.3 Address bus, Data bus, control bus 1

1.4 Register |set — status register, "accumulator, program /counter, /stack pointer, | 2

general purpase registers.

1.5 Processor operation — instruction cycle, instruction fetch, instruction decode, | 3
instruction execute

2 8051 Architecture

2.1 Architecture — Block diagram of 8051 1

2.2 Pin configuration, Registers, Internal Memory, Timers, Port Structures, | 3
Interrupts.

2.3 Addressing Modes of 8051 1

24 Instruction sets (brief study of 8051 instructions) 4

3 Programming and Interfacing of 8051

3.1 Simple programming examples in assembly language 1

3.2 Addition, Subtraction, Multiplication and Division 2

3.3 Interfacing of 7 segment LCD display 1

3.4 Interfacing of Keyboard and stepper motor 2

3.5 Interfacing of DAC and ADC 3

4 Open Source Embedded Development Boards

4.1 Introduction to open source boards 1

4.2 ATmega2560 microcontroller- Block diagram and pin description

4.3 Arduino Mega 256 board — Introduction and pin description

W N W

4.4 Simple Applications - Solar Tracker, 4-Digit 7-Segment LED Display, Tilt
Sensor, Home Security Alarm System, Digital Thermometer, IoT applications

5 ARM Based System




ELFEGTRONICS-ANB-COMMUNICATHON-ENG
5.1 Introduction - ARM family, ARM 7 Tegister architecture, ARM programmer’s | 3
model
5.2 Raspberry pi 4 board — Introduction and brief description 2
5.3 Applications - Portable Bluetooth speaker, Remote-controlled car, Photo Booth,

IoT weather station, Home automation centre, Portable Digital eBook Library

NEERING
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MODEL QUESTION PAPER
Total Pages: 2
Reg No.: Name:
APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
THIRD SEMESTER B.TECH DEGREE EXAMINATION, 20__

Course Code: ECT 282

Course Name: MICROCONTROLLERS

Max. Marks: 100 | | Duration: 3 Hours
PART A
| Answer all questions; each question carries 3 marks. Marks
1 Distinguish between Harvard and Von-Neumann architecture. 3)
2 Write down the control signal for a register transfer. 3)
3 Explain the concept of memory banks in 8051. 3)
4 Mention the difference between AJMP, LIMP and SJMP instructions. 3)
5 Write a program to multiply two 8 bit numbers from external memory in 3)
8051microcontroller
6 Explain the format of SCON special function register. 3)
7 Discuss the features of ARM processor. 3)
8 How do you interface an ADC with 80517 3)
9 List 5 main features of Atmega 2560 microcontroller 3)
10 | Give 5 features of ARM processors. 3
PART B
Answer one question from each module; each question carries 14 marks.
Module 1
1 a) | Explain the different stages of microprocessor operations. (6)
b) | Explain the role of different buses in a processor architecture. 8)
OR
2 a) | Explain the data path for branch execution showing all control signals and (6)
sequences. '
b) | Explain the function of following registers: status register, accumulator, 8)
rogram counter, stack pointer, general purpose registers.
Module 2
3 a) | Draw the circuit diagram of port 1 and port 2 and describe their operation 8)
briefly.
b) | Explain the internal architecture of 8051 microcontroller with a block (6)
diagram.
OR
4 a) | Briefly explain the following instructions of 8051: (i) MOV A, @RI (ii) 8)
PUSH direct (iii) XCH A, Rn (iv) DAA
b) | Explain the addressing modes of 8051. (6)
Module 3
5 a) | Write an ALP to find the sum of an array of 8 bit numbers stored in the (8
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external memory of an 8051 microcontroller.

b) | How a DAC can be interfaced to 80517 Explain. (6)
OR
6 a) | Write an ALP to add two 16 bit numbers, stored in consecutive locations in 8)
the external memory of an 8051 microcontrollers.
b) |:Explainithe interfacing of .CD display with suitable schematic. (6)
Module 4
7 a)" | Explain- the pin configuration, of Arduino-MEGA 256 bgard| using a (14)
schematic diagram
OR
8 a) | Write short.note on open source boards. (5)
b) | Explain the working of a four digit 7 segment LED display using an open 9
source board.
Module 5
9 a) | Draw the ARM-7 register architecture and explain. (7)
b) | Draw and explain the programming model of an ARM processor. 7
OR
10 | a) | Explain the features of a Raspberry pi -4 board. 8)
b) | Explain any one application using Raspberry pi -4 board and draw a (6)

schematic.

Kk sksk
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Minor 3

1

0

4

Preamble: This course aims to apply the concepts of probability and random processes in
communication systems.

Prerequisite: ECT 253 Analog communication
Course Outcomes: After the completion of the course the student will be able to

CO 1 |Explain the main components in a digital communication system

CO 2 |Explain the source coding schemes

CO 3 |Explain codes for signaling

CO 4 | Apply the knowledge of digital modulation schemes in-digital transmission.

CO 5 |Apply channel coding in-digital transmission

CO 6 |Explain digital receivers

Mapping of course outcomes with program outcomes

PO PO2 |PO3-({PO4 POS5 PO6-PO7{PO8 PO9 PO |PO (PO
1 10 11 12
CO1 |3 3
COo2 |3 3 3
CO3 |3 3 3
co4 |3 3 2
CO5 |3 3 3

Assessment Pattern

Bloom’s Category Continuous Assessment End Semester Examination

Tests

1 2

Remember 10 10 20
Understand 30 30 60
Apply 10 10 20
Analyse
Evaluate
Create
Mark distribution
Total CIE |ESE ESE
Marks Duration
150 50 100 3 hours
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions
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1. Draw the block diagram of a digital communication system and explain the blocks.

2. Compare and contrast analog communication system with a digital system. List the advantages of
the latter.

Course Outcome 2 (CO2): Source Coding

1. Draw the block diagram of a linear PCM system and explain the functions of all blocks.

2. Explain the a-law and mu-law quantization

3. State sampling theorem and explain the reconstruction of signals

Course Outcome 3 (CO3): Signaling Code

1. Explain the principle.of alternate-mark-inversion coding.-Give an example with an arbitrary
binary data pattern

2. Explain B3ZS code. Give an example with an arbitrary binary data pattern

Course Outcome 4 (CO4): Apply the knowledge of digital modulation schemes in digital
transmission.

1. Explain the BPSK transmitter and receiver, Apply its principle to draw the output waveform of a
BPSK transmitter that is fed with the.bit pattern {1,0,0;1,1,00}.

2. Explain a baseband BPSK system. Give its probability of error. Draw the BER-SNR curve

3. Explain the QPSK transmitter and receiver. Apply its principle to draw the output waveform of a
QPSK transmitter that is fed with the bit pattern {1,0,0,1,1,00}.

Course Outcome 5 (CO5): Digital Receivers

1. Explain encoding and decoding with (7,4) block codes

2. Explain the working of a matched filter receiver. Draw the BER-SNR curve at the output.

3. Explain Cyclic codes with an example.

SYLLABUS

Module 1: Linear Source Coding [1]

Elements of digital communication,system. Sources, channels and receivers. Classification of
communication channels. Discrete sources. Source coding techniques. Waveform coding methods.
Sampling theorem. Sampling and reconstruction. Pulse code modulation. Sampling, quantization
and encoding. Different quantizers. A-law and mu-law quantization. Practical 15 level mu and A
law encoding.

Module 2: Nonlinear Source Coding [1,2]
Differential PCM, adaptive PCM, Delta modulator and adaptive delta modulator. Issues in delta
modulation. Slope overload.

Module 3: Signaling Codes in Telephony [1]
Signalling codes in digital telephony. T1 signalling system. AMI and Manchester codes. Binary N-
zero substitution, B3ZS code, B6ZS code.

Module 4: Digital Modulation Schemes [1,2]

Digital modulation schemes. Baseband BPSK system and the signal constellation. BPSK
transmitter and receiver. Base band QPSK system and Signal constellations. Plots of BER Vs SNR
(Analysis not required). QPSK transmitter and receiver. Quadrature amplitude modulation.

Module 5: Channel Coding and Receivers [1,2]
Transmission through AWGN Channel. Capacity of an AWGN channel. Receivers. Correlation and
matched filter receiver. Channel coding schemes. Repetition code. Block codes Cyclic codes.

Text Books



1. John C. Bellamy, “Digital Telephor§2HEIRFONICS AND COMMUNICATION ENGINEERING

2. Simon Haykin, “Communication Systems”, Wiley.
3. Sklar, “Digital Communications: Fundamentals and Applications”, Pearson.

Course Contents and Lecture Schedule

No Topic No. of Lectures

1 Linear Source Coding

1.1 Block diagram of digital communication system, Sorces, channel and 2
receivers,‘Classificationiof Channels

1.2 Source coding , waveform coding , sampling and reeonstruction 2

1.3 PCM, Compression,-15 level A and mu-law coding 4

1.4 Uniform and Gaussian Pdf and.correspoding CDF. Properties 1

2 Nonlinear Source Coding

2.1 DPCM,Adaptive DPCM 4

2.2 Delta modulation, slope overload 3

3 Signaling Codes

3.1 Overview of T1 signaling systems. Need for signaling codes, AMI and 4
Manchestre codes

3.2 Binary N-zero substitution, B3ZS code, B6ZS code 3

3.5 Mutual information and channel capacity. Capacity of AWGN channel 2

4 Digital Modulation

4.1 Need of digital modulation in modern communication. 1

4.2 Baseband BPSK system, signal constellation. Effect of AWGN, probability | 4
of error. BER-SNR curve, BPSK transmitter and receiver.

4.3 Baseband QPSK system, signal constellation. Effect of AWGN, probability | 4
of error. BER-SNR curve, QPSK transmitter and receiver.

4.4 QAM system 2

5 Channel Coding and Receivers

5.1 Mutual information and channel capagity 2

5.2 Correlation and matched filter receiver, BER-SNR curve 2

5.3 Channel coding schemes. Repetition code. Block codes. Cyclic codes 5
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Simulation Assignments
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e Create a vector with say 1000 points tha o.‘ﬁ,c» o1

e Apply A-Law companding on this vector get mlu her vector. Plot it against the first vector
for different a

e Repeat the a

Practical A-La
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Digital Telep
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e Test it with random bits

e Decode and compare the rest

B6ZS Encoder and Decoder
e Implenet a B6ZS encoder and decoder.
e Test it with random binary vector.

e Decode and compare the result with the original bit pattern.
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e Cretae a random binary sequence of 5000 bit. Convert it into a bipolar NRZ code.
e Create a BPSK mapper that maps bit 0 to zero phase and bit 1 to 7 phase.

e Plot the real part of the mapped signal against the imaginary part to observe the signal
constellation

e Add AWGN MW the changes in

constellation. H FE AE 1_-:] U I{Jﬂ\ [

° Reahze the er re i i -pag in Co umcatwn Systems
e IO CGIEAT
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e Plot the the
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Model Question Paper
A P J Abdul Kalam Technological University
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12(B) Explain mid-rise and mid-tread quantizers (6) K,
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14(A) (8) K
14(B) (6) K
15(A) 8) K
15(B) (6) K
16(A) (8) K
16(B) (6) K
17(A) Draw the block (8) Ky

and explain the func w Draw the BER-SNR
curve.

17(B) Draw the signal constellation of base band BPSK and indi- (6) Ky
cate the effect of AWGN on it
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ECT286 | INTRODUCTION TO DIGITAL SIGNAL |CATEGORY |L |T
PROCESSING Minor 301

CREDIT

o\

Preamble: This course aims to give an introduction to digital signal processing
Prerequisite: ECT255 Introduction to Signals and Systems

Course Outcomes: After the completion of the course the student will be able to

CO 1 |Explain how digital signats-are obtained from icontinuous time signals.

CO 2 | Apply Fourier transform in the analysis of signals

CO 3 |Implement digital filters

CO 4 |Explain the practical limitations in DSP implementations

CO5 |Explain the structure of a DSP processor.

Mapping of course outcomes with program outcomes

PO |[PO2 (PO3 ([PO4 [PO5 |PO6 |[PO7 |[PO8 |PO9 |PO PO PO 12
1 10 11

cCo1 |3 |

CO2 |3 3 2 2 3 3 1

CcCO3 |3 B 3 3 3 3

cOo4 |3 |

CO5 |3 | 1

Assessment Pattern

Bloom’s Category Continuous Assessment Tests |End Semester Examination

1 2

Remember 10 10 20

Understand 25 25 50

Apply 15 15 30

Analyse

Evaluate

Create

Mark distribution

Total Marks |CIE ESE ESE Duration

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks
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End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should answer
all questions. Part B contains 2 questions from each module of which student should answer any one.
Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions
Course Outcome 1 (CO1): Discrete Signals and Sampling-Theorem

1. Define a digital signal. Give the frequency range of digital signal. Explain the sampling
theorem and show graphically how samples are ‘generated from-a continuous time-signal.

2. What should be the minimam | frequency to“sample a 2.5kHz analog signal? Explain
graphically how the continuous time signal is reconstructed from samples.

Course Outcome 2 (CO2): Application of Fourier Transform

1. Give the expression for DFT of an N-point sequence. Compute the 10 point DFT of a unit
impulse sequence.

2. Derive the raddix-2 decimation in time algorithm for N=8.

Course Outcome 3 (CO3): Implementation of Digital Filters
1. Give the difference equation of an IIR filter. Give an example and draw its structure

2. Design an IIR Butterworth filter for passband frequency 5kHz and stopband frequency 10kHz.
The stop band and passs band attenuations are 0.1 respectively.

Course Outcome 4 (CO4): Practical Limitations of Digital Filters
1(A). Explain the limit cycle oscillations in IR filters
(B) Explain the effects of coefficient quantization in IIR filters

2. (A) Explain the effects of round of noise in digital filters
2(B) Explain the fixed and floating point arithmetic-ised in DSP processors.

Course Outcome 5 (CO5): Structure of Digital Signal Processors
1(A). Explain the function of the MAC unit in a DSP
(B) Explain the differences between Harvard and Von Neumann architecture.

2. Draw the internal structure of a floating point processor and explain its functional blocks
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Syllabus

Module 1: Signal Processing Fundamentals

Discrete-time and digital signals. Basic elements of digital processing system- ADC, DAC and Nyquist
rate. Frequency aliasing-due to sampling. Need. for anti-aliasing;filters. Discrete Time Fourier Transforms
— Properties. Computation of spectrum.

Module 2: Discrete Fourier Transform = Properties and Application

Discrete Fourier transform:- DFT! as a linear transformation, Properties - circular convolution. Filtering of
long data sequences - FFT-Radix-2 DIT and;DIF.algerithms. Computational complexity of DFT and FFT
-application.

Module 3: Digital Filters

Digital FIR Filter: Transfer function - Difference equation, Linear phase FIR filter, Concept of
windowing, Direct form and cascade realization of FIR and IIR filters. Digital IIR Filters - Transfer
function, Difference equation. Direct and parallel Structures. Design of analogue Butterworth filters,
Analog frequency transformations, Impulse invariance method. Bilinear transformation, Analog
prototype to digital transformations.

Module 5: Finite word length effects in digital filters and DSP Hardware
Fixed point arithmetic, Floating point arithmetic, Truncation and Rounding, Quantization error in ADC,
Overflow error, Product round off error, Scaling , Limit cycle oscillation.

General and special purpose hardware for DSP: Computer architectures for DSP — Harvard, pipelining,
MAC, special instruction, replication, on chip cache. General purpose digital signal processors (TMS 320
family) - Implementation of digital filtering on dsp processor. Special purpose DSP hardware

Text Books

1. Proakis, J.G. & Manolakis, D.G., “Digital Signal Processing: Principles, Algorithms,& Applications”,
3/e Prentice Hall of India, 1996.

2. Ifeachor, E.C., & Jervis, B.W., “Digital Signal Processing: A Practical Approach”,2/e, Pearson
Education Asia, 2002.

3. Chen, C.T., “Digital Signal Processing: Spectral Computation & Filter Design”, Oxford Univ. Press,
2001.

4. Mitra, S.K., “Digital Signal Processing: A Computer-Based Approach”, McGraw Hill, NY, 1998

5. Monson H Hayes, Schaums outline: Digital Signal Processing.

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Signal Processing Fundamentals

1.1 Overview of signals. Frequency elements of DSP sytems 2

1.2 Conversion of analog signals to digital signals, Sampling theorem, | 3

reconstruction ADC and DAC , spectra and antialiasing filter
1.3 DTFT properties, spectrum 3
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2 DFT

2.1 DFT from DTFT, DFT as a linear transformation. W matrix.
Properties of DFT, Computational challenges.

2.2 FFT for comptational advantage, Radix -2 DIT and Dif algorith,
in place computation. Bit reversal permutation. complexity

2.3 Filtering of long sequences

3 Digital Filters

3.1 Model of FIR and IIR filters. Direct form I'and IT of FIR filter,
simple FIR design

3.2 IR filter, design of Butterworth.filter, Direct.and parallel
realization

3.3 Analog to digital transformation, impulse invariance and bilinear
transformation.

4 Finite Word-length Effects

4.1 Number representation Truncation - Rounding - Quantization error
in ADC - Overflow error- product round off error - Scaling - Limit
cycle oscillation.

4.2 Truncation-Rounding - Quantization error in ADC - Overflow
error - product round off error - Scaling - Limit cycle oscillation.

5 DSP Architecture

5.1 Von Neumann and Harvard architecture, Comparison

5.2 Data paths of fixed and floating point DSP processors. Functions
of various blocks Architecture of a typical DSP processor

5.3 Implementation of systems on DSP chip
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Simulation Assignments

The following simulation assignments.can beldone with Python/MATLAB/ SCILAB/OCTAVE

1. Generate the following disarete signals

Impulse signal
Pulse signal and

Triangular signal

2. Write a function to compute the DFT of a discrete energy signal. Test this function on a few
signals and plot their magnitude and phase spectra.

3. e

Compute the linear convolution between the sequences x = [1, 3, 5, 3] with 1 = [2, 3,5, 6].
Observe the stem plot of both signals and the convolution.

Now lett b = [1,2; 1] and & = [2;3,5,6;7]. Compute the convolution between h and z.

Flip the signal z by 180°.so that it becomes [7, 6,5, 3,2]. Convolve it with A. Compare
the result with the previous result.

Repeat the above two.steps with h = [1,2,3,2,1] and
h=11,23,4,54,821]

Give your inference.

Compute the DET matrix for N = 8,16,64, 1024 and 4098
Plot the first 10 rows in each case andappreciate these basis functions

Plot the real part of these matricessas images and appreciate the periodicities and half
periodicities in the pattern

Normalize each matrix by dividing by +/N. Compute the eigenvalues of every normalized
matrix and observe that all eigenvalues belong to the set {1, j, —j, —1}.

Realize a continuous time LTT system with system response

o5(s+1

e )
(s+2)(s+3)

. One may use scipy.signal.lti package in Python.

Make it into a discrete system (possibly with scipy.signal.cont2discrete)

Observe the step response in both cases and compare.
Download a vibration signal in .wav format.

Load this signal into an array. One may use the scipy.i0.wavfile module in Python.

understand the sampling rate of this signal.
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Plot and observe the vibration signal waveform.

Compute the absolute squared value of the FFT of the vibration signal.
Plot it and observe the spectral components in the discrete frequency domain.

Multiply prominent discrete frequencies by the sampling rate and observe and appreciate
the major frequency components in H z.

AP] ABDUL KALAM
TECHNOLOGICAL
UNIVERSITY
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Model Question Paper

A P J Abdul Kalam Technological University
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PART B
Answer one question from each module. Each question carries 14 mark.

APT ABDLIL, KALAM
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15(B) Convert the analog filter (7) K;
H(s) = ——
AT B D bl ke )

TECHNORLOGICAL

16(A) Implerlglnt tNRIﬁMhE R g?j,lﬁ,l[;hrv’:f-ith mini-  (6) K
16(B) 1 ] (8) Kj
c
17(A) (6) K
17(B) (8) Kj
18(A) (8) Kj;
that is d
ance o4 .
18(B) Explain the | floati int- used in DSP  (6) Kj
Processors.

19 Draw and explain the functional blocks in a floating point (14) K
DSP processor.
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ECT292 NANOELECTRONICS CATEGORY (L (T |P | CREDIT
Honors 3 1 0 4

Preamble: This course aims to understand the physics behind mesoscopic systems and working
of nanoelectronic devices.

Prerequisite: PHT100 Engineering Physics A, ECT201 Solid State Devices

Course Outcomes:: After the.completion of the course the student will be able'to

CO 1 | Explain quanfum mechanical effects associated with low dimensional semiconductors.

CO 2 | Explain the different proeesses involved in the fabrication of nanoparticles and
nanolayers.

CO 3 | Explain the different techniques for characterizing nano layers and particles

CO 4 | Explain the different transport mechanisms in nano structures

CO 5 | lllustrate the operating principle of nanoscale electronic devices like SET, Resonant
tunnelling devices, Quantum lasers etc.

Mapping of course outcomes with program outcomes

PO PO PO PO PO PO PO PO PO PO PO PO
1 2 3 4 5 6 7 8 9 10 11 12

CO |2

1

CO |2

2

cCOo |1

3

CO |2

4

CO |2

5

Assessment Pattern

Bloom’s Category Continuous Assessment Tests | End Semester Examination
1 2

Remember 10 10 20

Understand 35 35 70

Apply 5 5 10

Analyse

Evaluate

Create
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Mark distribution

Total CIE ESE ESE
Marks Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance :"1Q marks
Continuous Assessment Test (2 numbers),| ' : 25 marks
Assignment/Quiz/Courserproject : 15-marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain
10 questions with 2 questions from each module, having 3 marks for each question. Students
should answer all questions. Part B contains 2 questions from each module of which student
should answer any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Explain the quantum mechanical effects associated with low
dimensional semiconductors.

1. Derive the expression for density of states in a 1D nanomaterial.
2. Compare and contrast triangular, square and parabolic quantum wells.
3. Solve numerical problems to find whether the given material is a nanometric one.

Course Outcome 2 (CO2) : Explain the different processes involved in the fabrication of
nanoparticles and nanolayers.

1. Explain Sol-Gel process for synthesis of nanoparticles.

2. Explain the different steps involved in CVD process for fabricating nanolayers.

3. DC sputtering cannot be used for the coating-of non- conducting materials. Justify.

Course Outcome 3 (CO3): Explain the different techniques for characterizing nano layers
and particles.

1. Illustrate the working principle of an AFM.

2. Explain the different emission and interactions between electron beam and the specimen.

3. Explain the principle of operation of an XRD.

Course Outcome 4 (CO4): Explain the different transport mechanisms in nano structures.

1. Explain Kronig Penney model of a super lattice.
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2. Explain modulation doping with an example.
3. Explain the different scattering events encountered by a carrier during parallel transport
under the influence of electric field.

Course Outcome 5 (CO5): Illustrate the operating principle of nanoscale electronic devices
like SET, Resonant tunnelling devices, Quantum lasers etc.

1. Explain Coulomb blockade effect.-Illustrate the working.of a single electron transistor.

2. Draw the schematic representation of the conduction band of a resonant tunnel diode for
(a) no voltage applied (b) increasing applied voltages. Explain its I-V characteristics.

3. MODFETS are high electron mebility transistors. Justify.

Syllabus

Module I

Introduction to nanotechnology, Limitations of conventional microelectronics, characteristic
lengths in mesoscopic systems, Quantum mechanical coherence.

Low dimensional structures - Quantum wells, wires and dots, Density of states of 1D and 2D
nanostructures.

Basic properties of square quantum wells of finite depth, parabolic and triangular quantum wells
Module II

Introduction to methods of fabrication of nano-layers: physical vapour deposition- evaporation &
Sputtering, Chemical vapour deposition, Molecular Beam Epitaxy, lon Implantation, Formation
of Silicon Dioxide- dry and wet oxidation methods.

Fabrication of nano particle- grinding with iron balls, laser ablation, reduction methods, sol gel,
self assembly, precipitation of quantum dots.

Module III

Introduction to characterization of nanostructures: Principle of operation of Scanning Tunnelling
Microscope, Atomic Force Microscope, Scanning Electron microscope - specimen interaction, X-
Ray Diffraction analysis

Module IV

Quantum wells, multiple quantum wells, Modulation doped quantum wells, concept of super
lattices Kronig - Penney model of super lattice.

Transport of charge in Nanostructures - Electron scattering mechanisms, Hot electrons, Resonant
tunnelling transport, Coulomb blockade, Effect of magnetic field on a crystal. Aharonov-Bohm
effect, the Shubnikov-de Hass effect.
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Module V

Nanoelectonic devices - MODFETS, Single Electron Transistor, CNT transistors — Properties of
graphene

Resonant tunnel effect, RTD, RTT, Hot electron transistors

Quantum well laser, quantum dot LED, quantum dot laser

Text Books

1. J.M. Martinez-Duart,” R.J. Martin Palma, F. " Agulle Rueda ‘Nanotechnology for
Microelectronics and optoelectronics , Elsevier, 2006
2. W.R. Fahrner, Nanotechnology and Naneelctronics, Springer;.2005

Reference Books

1. Chattopadhyay, Banerjee, Introduction to Nanoscience & Technology, PHI 2012

2. Poole, Introduction to Nanotechnology, John Wiley 2006.

3. George W. Hanson, Fundamentals of Nanoelectronics, Pearson Education, 2009.

4. K. Goser, P. Glosekotter, J. Dienstuhl, Nanoelectronics and nanosystems, Springer 2004.
5. Supriyo Dutta, Quantum Transport- Atom to transistor, Cambridge, 2013.

Course Contents and Lecture Schedule

No Topic No. of
Lectures

1 MODULE 1

1.1 Introduction to nanotechnology, Limitations of conventional | 1
microelectronics

1.2 Characteristic lengths in mesoscopic systems 1

1.3 Quantum mechanical coherence, Schrodinger’s equation, 3
Low dimensional structures - Quantum wells, wires and dots

1.4 Density of states of 1D and 2D nanostructures 2

1.5 Basic properties of square quantum wekl$ of finite depth, parabolic and 3
triangular quantum wells

2 MODULE 2

2.1 Introduction to methods of fabrication of nano-layers: physical vapour | 2
deposition- evaporation & Sputtering,

2.2 Chemical vapour deposition, Molecular Beam Epitaxy 2

2.3 Ion Implantation, Formation of Silicon Dioxide- dry and wet oxidation 2
methods

2.4 Fabrication of nano particle- grinding with iron balls, laser ablation, 2
reduction methods

2.5 Sol - Gel, self assembly, precipitation of quantum dots. 2

3 MODULE 3

3.1 Introduction to characterization of nanostructures: Principle of operation | 2
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of Scanning Tunnelling Microscope

3.2 Atomic Force Microscope 1
3.3 Scanning Electron microscope - specimen interaction. 1
3.4 X-Ray Diffraction analysis 1
4 MODULE 4
4.1 Quantum wells, multiple quantum wells, Modulation doped quantum 2
wells, concept of super lattices
4.2 Kronig - Penney mode] of super lattice. 1
4.3 Transport of charge in Nanostructures - Electron scattering mechanisms, | 1
Hot electrons
4.4 Resonant tunnelling transport, Coulomb blockade 2
4.5 Quantum transport in nanostructures - Coulomb.blockade 1
4.6 Effect of magnetic field on a crystal. Aharonov-Bohm effect 2
4.7 Shubnikov-de Hass effect 1
5 MODULE 5
5.1 Nano electonic devices- MODFETS 2
5.2 Single Electron Transistor 1
5.3 CNT transistors , Properties of graphene 2
5.4 RTD, RTT, Hot electron transistors 3
5.5 Quantum well laser, quantum dot LED, quantum dot laser 2
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APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY

MODEL QUESTION PAPER

ECT 292 NANOELECTRONICS

Time: 3 hours Max. Marks:100

L ONU AWM=

—
e

11.

12.

13.

14.

PART A

Answerall questions: Each question carries.3'marks.

Explain any three characteristic lengths in mesoseopic systems:

Explain the terms (i) coherence'length (i) phase coherence.

Explain Laser ablation method for nanoparticle fabrication.

DC sputtering cannot be used for coating of non-conducting materials. Justify
Explain two different modes of operation of a STM.

Explain XRD method for characterizing nano materials.

Differentiate between the two types of multiple quantum wells.

Explain Aharonov-Bohm effect.

Explain why MODFETS are called high electron mobility transistors.

List any six properties of graphene.

PART B

Answer any one question from each module. Each question carries 14 marks.

MODULE 1

(a) Show that DOS in a 2D material is.independent of energy. (8 marks)
(b) Explain any three physical limitations.in reducing the size of devices in Nano

metric scale. (6 marks)
Compare and contrast square, parabolic and triangular quantum wells (14 marks)

MODULE III

(a) Hlustrate the process of Molecular Beam Epitaxi for fabricating nano layers. (8 marks)
(b) Differentiate between dry oxidation and wet oxidation techniques (6 marks)
(a) Sketch and label a CVD reactor and explain the different steps involved in the CVD

process. (8 marks)

(b) Explain the reduction method for nano particle fabrication (6 marks)



15.

16.

17.

18.

19.

20.
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MODULE III

Explain the different specimen interactions of an electron beam and illustrate the working of

a SEM (14 marks)
Explain the principle of operation of an AFM. Explain the different modes of operation.

(14 marks)

MODULE IV

(a) Explﬂﬁ Pe:ﬂbe:ﬁ -'3 zi_EI- r!]attlci% .kn Ji&.ln. Me folczilr;)gr?narks)
(b)Explai th cept % @i‘{:ﬁr{ {_ A L (4 marks)
(8 marks)

(a) Explain C ct

(b) Illustrate resonant E R 1.'-.':I I TY (6 marks)
(a) ) Drd stor (8 marks)
(b) Exp (6 marks)
(a) Mlust (6 marks)

(b) Expl 7 (8 marks)
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STOCHASTIC PROCESSESTFORCN eATEGORY/
COMMUNICATION

B

CREDITH

Honors

3 |1

0 4

Preamble: This course aims to apply the concepts of probability and random processes in
communication systems.

Prerequisite: None

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Explain the concepts of probability, random variables and stochastic processes
CO 2 | Apply the'knowledge in'probability.to ststisticallycharagterize communication
channels.
CO 3 | Apply probability‘te-find the information and entropy
CO 4 | Explain souree coding and channel coding theorem.
CO 5 | Apply stochastic processes in data transmission
Mapping of course outcomes with program outcomes
PO PO |PO |PO |PO |PO |PO |PO (PO (PO |PO | PO
1 2 3 4 5 6 8 9 10 11 12
CO1 |3 3
CO2 |3 3 3 2
CO3 |3 3 3 2 2
CO4 |3 3
CO5 |3 3 3 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember 10 10 20
Understand 25 25 50
Apply 15 15 30
Analyse
Evaluate
Create
Mark distribution
Total CIE |ESE ESE
Marks Duration
150 50 100 3 hours
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment Test (2 numbers)  : 25 marks
Assignment/Quiz/Course project : 15 marks

RING

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.
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Course Outcome 1 (CO1): Concepts in probability

1. Give frequentist and axiomatic definitions of probability. State the demerits of frequentist
definition.

2. What is a random variable? Illustrate with an example how it becomes useful in studying
engineering problems?

3. A six faced die with P(1)=P(3)=1/3, P(4)=P(5)=1/4 is thrown in a game with outcomes listed in
the table.

Face 1 2 3 4 5 6
Payoff(Rs) +50 -40 +60 -60 -20 +100

The + and - signs indicates gain and loss:for the the player respectively.
1.Draw the CDF and PDF

2. Compute the expected value of.gain/loss. Is'it worthwhile tg play the game?
3. Compute the entropy of the random variable.

Course Outcome 2 (CO2) : Review of random processes

1. Give the conditions for WSS and SSS.

2. Test if the sinusoid X(t)=Acos(2nft+0) with 6 variying uniformly in the interval [-m,7] is WSS.
3. Define white Gussian noise.

4. State central limit theorem. Why is Guassian model suitable in additive noise channels?

Course Outcome 3 (CO3): Entropy and Information

1. Define discrete memoryless source and discrete menoryless channel.
2. Define entropy and conditional entropy.

3. See the binary symmetric channel in the figure below.

P
X1XC "/ |

Let p(x1)=1/3 and p =1/4. Compute the mutual information betweeen X and Y.

Course Outcome 4 (CO4): Source coding and Channel Coding

1. State the souce coding theorem.

2. Compute the mutual information between the input and output of an AWGN channel. What is its
capacity.

3. Find the capacity of an AWGN channel with 4kHz bandwidth and the noise power spectral

density 10"*W/Hz. The signal power at the receiver is 0.1mW.

Course Outcome 5 (CO5): Stochastic processes in data transmission
1. Derive Chapman — Kolmogorov equation.
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3. Consider a Markov chain with three possible states 1,2,3 with transition probability matrix

111
4 2 4
1 2
= O =
3 3
1 4 L
2 2

a) Draw the state transition diagram.

b) Find P(X4=3|X3=2)

) If P(X,=1)=1/3 Find P(X,=1,X4=2)

SYLLABUS

Module 1 : Review of Probability and Random Variables [1,2]

Review of probability. Relative frequency and Axiomatic definitions of probability, Significance of
axiomatic definition. Bayes theorem and conditional probability. Independence. Discrete random
variables. The cumulative distribution and density functions for discrete random variables. Joint
distribution and conditional distribution. Statistical averages. Mean, Variance and standard
deviation, Gaussian density function, Pdf of envelop of two gaussian variables — Rayleigh pdf.
Module 2 : Review of Random Processes [1-3]

Stochastic Processes. Stationarity and ergodicity. WSS and SSS processes. Gaussian Random
process, Mean and autocorrelation and power spectral density functions. Weiner Kinchine theorem,
Bandwidth of a random process, PSD of a Pulse Amplitude Modulated wave. White noise,
Filtering of discrete WSS process by LTI systems. Noise-equivalent bandwidth, Signal to Noise

Ratio, Matched Filter, Bandlimited and narrowband random process.

Sum of random variables, Markov Inequality, Chebyshev Inequality, Convergence, The central
limit theorem (statement only). Gaussianity of thermal noise.

Module 3: Entropy and Information [1-3]

Basics of discrete communication system, Sources, channels and receivers. Discrete memoryless
sources. Entropy. Source coding theorem (statement only). Mutual Information. Discrete
memoryless channels. Matrix of channel transmission probabilities. Noiseless and noisy channels,
binary symmetry channels. Channel coding theorem (statement only) Channel capacity for BSC
(derivation reqruired), Differential entropy, Channel capacity of AWGN channel (statement only).
Module 4 : Markov Process and Queuing Theory [4,5]

Markov process. Definition and model. Markov chain. Transition probability matrix. State diagram

and characteristics of a Markov chain. Chapman Kolmogorov equation. Poisson process.



Module 5 : Queues in Communication Ngt%gﬂ_ﬁ@,@]cs AND COMMUNICATION ENGINEERING
Overview of queuing theory. M/M/1, M/M/co, Application to packet transmission in a slotted

ALOHA computer communication network.

Text Books
1. Papaulis and Unnikrishna Pillai, “Probability, Random Variables and Stochastic Processes”,
MH
Analog and Digital Communication Systems, Hsu, Schaum Outline Series, MGH.
Digital Communication, John;G Proakis, John-Wiley
Probability.and Random Processes, Miiller and Childers, Ed., 2, Academic Press
Data Networks, Bertsekas and Gallager, Ed. 2, PHI

AR

Course Contents and Lecture Schedule

No Topic No. of
Lectures

1 Module 1

1.1 Review of probability. Relative frequency and Axiomatic definitions of | 1
probability, Significance of axiomatic definition.

1.2 Bayes theorem and conditional probability. Independence. 1|

1.3 Discrete random variables. 1l

1.4 The cumulative distribution and density functions for discrete random | 3
variables. Joint distribution and conditional distribution.

1.5 Statistical averages. Mean, Variance and standard deviation, 2

1.6 Gaussian density function, Pdf of envelop of two gaussian variables — | 2
Rayleigh pdf.

2 MODULE 2

2.1 Stochastic Processes. Stationarity and ergodicity. WSS and SSS 2

processes. Gaussian Random process

2.2 Mean and autocorrelation and power spectral density functions. Weiner 3
Kinchine theorem, Bandwidth of a random process, PSD of a Pulse

Amplitude Modulated wave.

2.3 White noise, Filtering of discrete WSS.process by LTI systems. Noise- 3
equivalent bandwidth, Signal to Noise Ratio, Matched Filter,

Bandlimited and narrowband random process.

24 Sum of random variables, Markov Inequality, Chebyshev Inequality, | 2
Convergence, The central limit theorem (statement only). Gaussianity of
thermal noise.

3 MODULE 3

3.1 Basics of discrete communication system, Sources, channels and | 1
receivers.

3.2 Discrete memoryless sources. Entropy. Source coding theorem | 1

(statement only).




NEERING

3.3 Mutual Information. Discrete meﬁ&%&éﬁéﬂ%ﬂ%&sﬁN@a&RWH{ﬂHﬁ@' QN ENGIT
transmission probabilities. Noiseless and noisy channels, binary
symmetry channels.

34 Channel coding theorem (statement only) Channel capacity for BSC | 1
(derivation reqruired),

3.5 Differential entropy, Channel capacity of AWGN channel (statement | 2
only).

4 MODULE 4

4.1 Markov process. Definition-and madel: 1

4.2 Markov chain.Transition-probability matrix. State diagram and 4
characteristics of a Markov chain. Chapman -Kolmogorov equdtion:

4.3 Poisson process 3

5 MODULE 5

5.1 Overview of queuing theory. 2

5.2 M/M/1, M/M/o systems 3

5.3 Application to packet transmission in a slotted ALOHA computer 3

communication network.
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Simulation Assignments

The following simulations can be done Python/R/MATLAB/SCILAB.

Generation of Discrete Stochastic Signals

1. Simulate stochastic signals of

e Uniform

Binomial

Gaussian

Rayleigh

e Ricean
probability density functions and test their histograms.
2. Compute the statistical averages such as mecan, variance, standard deviation ctc.

3. To compute the autocorrelation matrix for each signals. Compare the autocorrelation of
Gaussian signal with others.

4. To observe the spectrum of the signal and relate it with the autocorrelation function.

Central Limit Theorem—Gaussianity of Channels

e Simulate a coin toss experiment that generates a string of length N of Os and 1s that are
uniformly distributed.

e Toss the coin M times and sum up the string'in every toss.

e Plot the normalized histogram of the sum values for M = 100, 1000, 5000.Observe that it is a
Binomial distribution.

e Plot the function ¢ = (]\f)p’"(l — p)M=" and compare with the histogram.

e Make M very large and observe that the histogram tends to become Gaussian, justifying the
central limit theorem.

Frequency of Characters in English Text and the Entropy

1. It is required to understand the probabilities of occurrence of characters in English text say
an English novel say with more than 300 pages(that contains text only) in .txt format(student
may download one such file.).

2. Read the novel in .tzt format into a single string or array and to identify the unique symbols(all
letters, numbers, punctuation marks etc.) in the file and to plot their frequencies of occurrence.

3. Aprreciate the probabilities of occurrences of all symbols.

4. Compute the entropy and the information content in the book.



Simulation of a Point Process ELECTRONICS AND COMMUNICATION ENGINEERING

1.
2.

© N o

Simulation of a

—

It is required to simulate a point Poisson process, say the arrival of packets in a queue.
Let the rate of arrival of packets be say 100 per second.
Simulate the Poisson process using small time bins of say 1 millisecond.

Since Poisson process has no memory, the occurrence of an event is independent from one bin
to another.

Binary randc;ﬂfi%;}l car?ﬁiﬂd]-tgaeif%rl sucﬁjlq?ikrﬂ M

Simulate and-FHEYy Eath Fveit pthlarroniqal Fioygiizedy aapldtiib

Generate th:rltg ﬁN i gﬂ%‘lﬁe t.
JNIVERS

Plot N(t) against t a Ilt.

. It is required
. Let us consic poulation is 100.
Set equal bir
Iterate for sa mber.

Repeat the | eration sizes and

appreciate tl
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Model Question Paper

A P J Abdul Kalam Technological University
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PART B
Answer one question from each module. Each question carries 14 mark.

AP ABDLLL KALAM
. TELHENOLOGICAL
U NIYE R SELY

(4) K
(4) Ks
(6) K
12.
A . (6) Ks
B thwhile to  (5) Kj
C (3) K
13(A) Test if the random proce (8) Kj

X(t) = Acos (2m f.t 4 0)

is WSS with 8 a uniformly distributed random variable in the
interval [—m, 7).



ELECTRONICS AND COMMUNICATION ENGINEERING

13(B) If a random signal is applied as input to an LTI system, how is  (6) K>
the power spectral density of the output related to that of the
input? Explain.

AP] ABDLEE KALAM
ﬁézfﬂ??zi;;dp: ERLECAL. o 5

In a comm

15(A) (6) K>
15(A) (3) Ko
15(C) (5) K

16(A)

is finite with size, s w
16(B) For the'k AT g c the channel transition (8) Kj

17(A) Explain a Poisson random process. Give two practical examples  (7) Ko
of a Poisson process
17(B) Derive Chapman — Kolmogorov equation. (7)) K;
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STOCHASTIC SIGNAE-EC T REATEGORYCV

Y YP [ EREDET

Honours 3 110 4

Preamble: This course aims to study stochastic signals and their interactions with LTI systems

Prerequisite: None

Course Outcomes: After the completion of the course the student will be able to

CO 1 |Explain the concepts of probability, random variables and stochastic processes

CO 2 | Apply the knowledge in probability to ststistically characterize communication
channels.

CO 3 | Use the properties of WSS forfinding the LTI system response

CO 4 |Model discrete signals using various methods

CO 5 |Estimate the spectra of signals using various methods.

Mapping of course outcomes with program outcomes

PO ([PO2 PO3|PO4 PO5 POG|PO7+PO8 (POY9 | PO PO (PO
1 10 11 12
CcCo1 |3 3
co2 |3 3 3 2
CcCo3 |3 3 3 2
co4 |3 3
CO5 |3 3 3 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember 10 10 20
Understand 15 15 30
Apply 25 25 50
Analyse
Evaluate
Create
Mark distribution
Total CIE |ESE ESE
Marks Duration
150 50 100 3 hours
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

EERING

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions



Course Outcome 1 (CO1): Concepts in probability’ NS AND COMMUNICATION ENGINEERING

1. Give frequentist and axiomatic definitions of probability. State the demerits of frequentist
definition.

2. What is a random variable? With an example, illustrate how it finds application in defining
engineering problems?

3. A six faced die with P(1)=P(3)=1/3, P(4)=P(5)=1/4 is thrown in a game with outcomes listed in
the table.

Face 1 2 3 4 5 6
Payoff(Rs) +50 -40 +60 -60 -20 +100

The + and - signs'indicates gain and loss for the the player respectively.
1.Draw the CDF and PDF

2. Compute the expected value of gain/loss: Is.it worthwhile te play the game?
3. Compute the entropy of 'the tandom variable.

Course Outcome 2 (CO2) : Review of random processes

1. State central limit theorem. Explain the validity of using Gaussian model for additive
communication channels.

2. Give the conditions for WSS and SSS.

3. Test if the sinusoid X(t)=Acos(2nft+0) with 6 variying uniformly in the interval [-m,7t] is WSS.

Course Outcome 3 (CO3): WSS and LTI systems

1. Derive Wiener Hopf equations.

2. Solve Wiener-Hopf equation to get a third order discrete system for a an RV X whose
autocorrelation is Rx=[0.89,0.75,0.7,0.6]

3. Prove that autocorretion and power spectral density are Fourier transform pairs

Course Outcome 4 (CO4): Signal modeling

1. Use Prony method to model a unit pulse x[n]=U[n]-U[n-N] as a system with one pole and one
Zero.

2. Use Pade apprimation to model the signal x whose fisrt six values are [1,1.2,0.9,0.5,0.6,0.25]
using a second order all pole model (p=2 and q=0)

Course Outcome 5 (CO5): Stochastic processes in data transmission
1. Explain the periodogram method of spectrum estimation

2. Explain the need pf spectrum estimation

3. Use ARMA(p,q) model to estimate the spectrum

Syltabus

Module 1 : Review of Probability and Random Variables [1]

Review of probability. Relative frequency and Axiomatic definitions of probability, Significance of
axiomatic definition. Bayes theorem and conditional probability. Independence. Discrete random
variables. The cumulative distribution and density functions for random variables. Joint distribution
and conditional distribution. Statistical averages. Mean, Variance and standard deviation, Functions
of random variables. Multivariate Gaussian density function.

Module 2 : Review of Random Processes [1]

Stochastic Processes. Stationarity and ergodicity. WSS and SSS processes. Discrete Gaussian,



Rayleigh and Ricean processes, ELECTRONICS AND COMMUNICATION ENGINEERING

Sums of random variables, Convergence, Markov and Chebyshev inequality, The central limit
theorem (statement only).

Module 3: The Autocorrelation Matrix and its Significance [2]

Statistical averages of discrete stationary stochastic processes. Mean and autocorrelation and power
spectral density functions. Weiner Kinchine theorem, Filtering of discrete WSS process by LTI
systems. The autocerrelation matrix and the.significance of.its-eigen vectors. Whitening. Properties
of autocorrelation matrix, iits inversion and Levinson-Durbin ‘Recursion. ‘Wiener-Hopf equation.
Brownian motion, its mathematical model and its autogorrelation and power spectral density
Module 4 : Signal Modeling - Deterministic and Stochastic [1]

The least square method of signal medeling:. The Pade ‘approximation. Prony's method. Stochastic
models, AR, MA and ARMA models.

Module 5 : Spectrum Estimation [1,2]

Periodogram method of spectrum estimation. Parametric methods AR, MA and ARMA methods

Text Books
1. Monson Hayes, “Statistical Digital Signal Processing”, Wiley
2. A. Papaulis and Unnikrishna Pillai, “Probability, Random Variables and Stochastic
Processes”, McGraw Hill

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Probability and Random Processes
1.1 The three definitions. Critique to classical definition. Probability as | 2
a function. The domain of probability function. Event and
probability space
1.2 Conditional probability, Bayes theorem, Meaning and significance 2

of prior. Random variable. Definition:-Random variable as a
function and its domain. Comparison with probability function.
1.3 Examples of RV. Discrete and continuous RV. CDF and PDF of 1
RV(both discrete and continuous) Examples. Relation between the
two and properties

1.4 Uniform and Gaussian Pdf and correspoding CDF. Properties 1
Expectation, variance and standard deviation, Examples 2

1.5 Functions of random variables. 2

2 Stochastic Processes

2.1 Stochastic process, Definition. Stationarity and ergodicity 2

2.2 WSS and SSS conditions. Example problems 2

2.3 Sums of random variables, Convergence, Markov and Chebyshev 2
inequality

24 Gaussian Process. Envelope of Gaussian process. Rayleigh pdf. 2

Example
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2.5 Central limit theorem. Application i AWGN Chanidel'Y COVMUNIGA TTON ENGINEE]

3 Autocorrelation Matrix

3.1 Expectation, variance, autocorrelation and power spectral density 2

3.2 Autocorrelation matrix, properties eigen values 2

3.3 Filtering of WSS, output auotocorrelation and PSD 2

3.4 Inversion of autocorrelation matrix. LD recursion 2

3.5 Whitening 1

3.6 Wiener Hopf equation, Brownian motion. Model and spectral 3
density

4 Signal Modeling

4.1 Least squares method 2

4.2 Pade method, Prony method 2

4.3 Stochastic models 3

5 Spectrum Estimation

5.1 Periodogram 3

5.2 Parametric methods 4
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Simulation Assignments

o TR ATAM
PP 0 4N OLOGICAL
e Uniform 1|"."Ir E H.. L'," TY

e Binomi

e Gaussia
e Rayleig

e Ricean
probability d
2. Compute the

3. To compute y wutocorrelation of
Gaussian sig

4. To observe the spectru

Gambler’s Troubl

e [t is observed b; be gers from 1 to 6 with

sum 9 is the same ] +h ) ee dice are rolled, a 9
seemed to come up

e Simulate a die throwi ent. r mmand in Python.
e Roll three dice together
e Compute the number of times

d the corresponding probability.

e Repeat the experiment for the sum
true.

nal to 10 and observe if the hypothesis is

e Compute the two probabilities for N = 100; 1000; 10000; 50000; 100000 and plot the two prob-
abilities against N and appreciate.



Central Limit Theorem ELECTRONICS AND COMMUNICATION ENGINEERING

e Simulate a coin toss experiment that generates a string of length N of Os and 1s that are
uniformly distributed.

e Toss the coin M times and sum up the string in every toss.

e Plot the normalized histogram of the sum values for M = 100, 1000, 5000.Observe that it is a
Binomial distribution.

e Plot the function ¢ = (]y) p’ (1 —p)* " and compare with the histogram.
e Make M veryilarge and observe-that the histogram tends to become Gaussian, justifying the

central limit theorem.

Labouchere system

e Labouchere system is a betting game in which assequience of numbers is written and the player
bets for an amount equal to the first and last number written.

e The game may be tossing a coin.

o [f the player wins, the two numbers are removed from the list and the player is free to continue.
If the list has only one number that becomes the stake amount.

e [f he fails the amount at stake is appended to the list and the game continues until the list is
completely crossed out, at which point the player has got the desired money or until he runs
out of money

e Simulate this game and observe the outcomes for different sequences on the list

Levinson Durbin Recursion

1. It is required to invert large autecorrelation matrices with LD recursion.

2. Realize Gaussian and uniformly distributed random signals and compute their autocorrelation
matrices.

3. Load a speech signal in say .wav formatand compute its autocorrelation matrix.

4. Create a function to perform LD recursion on'the above three matrices.

Simulation of Brownian Motion

1. The task is to realize the differential/differencelequation for Brownian motion in two dimen-
sions with and without gravity.

2. Observe the particle movement on the GUI and understand.

3. Compute the autocorrelation and power spectral density and appreciate.

Spectrum Estimation

1. Generate a cosinusoid of say 100 H z frequency and bury it in AWGN of comparable variance.

2. Write functions for periodogram and ARMA method to estimate the spectrum of the cosinu-
soid.

3. The student may install the Python package spectrum and repeat the estimations steps using
its modules and compare the plot of spectra with those resulted by your functions.
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Model Question Paper

A P _J Abdul Kalam Technological University
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PART B
Answer one question from each module. Each question carries 14 mark.

AP] ABLILLL KALAM

o bk NCLOQGIGAL o
1) Wit o gty b Guion(6)

12.

A (6) K
B (6) K
C (3) K
13(A) Test if the rando (7)) K;

is WSS with A a random variable in the interval [—, 7].
13(B) If X and Y are zero mean Gaussian RVs, compute the pdf  (7) K

of Z=+vX2+Y?
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OR

i ra.ﬂzﬁﬁﬁi?éitdflvf i it
spiy ool o =i, 0
R o s e

ﬁﬁi

16

17

18 Use Prony

e Uln|]=Uln— (14)
N] as a system

19 Explain the periodogram method of spectrum estimation (14)

K
K3
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Categor L|T]| P | CREDIT YEAR OF
y
MCN DISASTER INTRODUCTION

301 MANAGEMENT Non -
Credit

2101(0 Nil 2019

Preamble: The objective of this course is to introduce the fundamental concepts of hazards and

disaster management.

Prerequisite: Nil

Course Outcomes: After the completion of the course the student will be able to

Define and use various terminologies in use in disaster management parlance and
CO1 | organise each of these terms in relation to the disaster management cycle (Cognitive
knowledge level: Understand).

o2 Distinguish between different hazard types and vulnerability types and do
vulnerability assessment (Cognitive knowledge level: Understand).

CO3 Identify the components and describe the process of risk assessment, and apply
appropriate methodologies to assess risk (Cognitive knowledge level: Understand).

Explain the core elements and phases of Disaster Risk Management and develop
CO4 | possible measures to reduce disaster risks across sector and community (Cognitive
knowledge level: Apply)

Identify factors that determine the nature of disaster response and discuss the various

CO5 | . ) ..
disaster response actions (Cognitive knowledge level: Understand).

Explain the various legislations and best practices for disaster management and risk
CO6 [reduction at national and international level (Cognitive knowledge level:
Understand).




Mapping of course outcomes with program outcomes

PO1 | PO2 [PO3 [PO4 | PO5 | PO6 (PO7 |PO8 |PO |PO1 |PO1 | PO1

9 0 1 2

CO1 ) 2 2

Co2 | » 3 2 2 2 3 3

CO3| » 3 2 2 2 2 3 3

CO4 | 3 3 3 2 2 3

CO5| 3 3 2 2 3

CO6 | 3 2 3 3

Abstract POs defined by National Board of Accreditation

PO# Broad PO PO# Broad PO

POL1 | Engineering Knowledge PO7 | Environment and Sustainability

PO2 | Problem Analysis POS8 | Ethics

PO3 | Design/Development of solutions PO9 | Individual and team work

PO4 1Elr(;rll)(i;c;sinVestigations of complex PO10 | Communication

PO5 | Modern tool usage POI1 | Project Management and Finance

PO6 | The Engineer and Society POI12 | Life long learning




Assessment Pattern

Bloom’s Category Continuous Assessment Tests End Semester
Test 1 (Marks) Test 2 (Marks) Examination Marks
Remember 10 10 20
Understand 25 25 50
Apply 15 15 30
Analyze
Evaluate
Create
Mark Distribution
Total Marks CIE Marks ESE Marks ESE Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment - Test : 25 marks
Continuous Assessment - Assignment : 15 marks

Internal Examination Pattern:

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall
be preferably conducted after completing the first half of the syllabus and the second series test
shall be preferably conducted after completing remaining part of the syllabus. There will be two
parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the
completed modules and 1 question from the partly completed module), having 3 marks for each

question adding up to 15 marks for part A. Students should answer all questions from Part A.



Part B contains 7 questions (preferably, 3 questions each from the completed modules and 1
question from the partly completed module), each with 7 marks. Out of the 7 questions, a student

should answer any 5.

End Semester Examination Pattern:

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from
each module, having 3 marks for each question. Students should answer all questions. Part B
contains 2 questions from each module of which a student should answer any one. Each question

can have maximum 2 sub-divisions and carries 14 marks.



SYLLABUS
MCN 301 Disaster Management
Module 1
Systems of earth

Lithosphere- composition, rocks, soils; Atmosphere-layers, ozone layer, greenhouse effect,
weather, cyclones, atmospheric circulations, Indian Monsoon; hydrosphere- Oceans, inland water
bodies; biosphere

Definition and meaning of key terms in Disaster Risk Reduction and Management- disaster,
hazard, exposure, vulnerability, risk, risk assessment, risk mapping, capacity, resilience, disaster
risk reduction, disaster risk management, early warning systems, disaster preparedness, disaster
prevention, disaster mitigation, disaster response, damage assessment, crisis counselling, needs
assessment.

Module 2

Hazard types and hazard mapping; Vulnerability types and their assessment- physical, social,
economic and environmental vulnerability.

Disaster risk assessment —approaches, procedures

Module 3

Disaster risk management -Core elements and phases of Disaster Risk Management
Measures for Disaster Risk Reduction — prevention, mitigation, and preparedness.
Disaster response- objectives, requirements; response planning; types of responses.
Relief; international relief organizations.

Module 4

Participatory stakeholder engagement; Disaster communication- importance, methods, barriers;
Crisis counselling

Capacity Building: Concept — Structural and Non-structural Measures, Capacity Assessment;
Strengthening Capacity for Reducing Risk



Module 5

Common disaster types in India; Legislations in India on disaster management; National disaster
management policy; Institutional arrangements for disaster management in India.

The Sendai Framework for Disaster Risk Reduction- targets, priorities for action, guiding
principles

Reference Text Book
1. R. Subramanian, Disaster Management, Vikas Publishing House, 2018
2. M. M. Sulphey, Disaster Management, PHI Learning, 2016
3. UNDP, Disaster Risk Management Training Manual, 2016

4. United Nations Office for Disaster Risk Reduction, Sendai Framework for Disaster Risk
Reduction 2015-2030, 2015

Sample Course Level Assessment Questions

Course Outcome 1 (CO1):
1. What is the mechanism by which stratospheric ozone protects earth from harmful UV
rays?

2. What are disasters? What are their causes?
3. Explain the different types of cyclones and the mechanism of their formation

4. Explain with examples, the difference between hazard and risk in the context of disaster
management

5. Explain the following terms in the context of disaster management (a) exposure (b)
resilience (c) disaster risk management (d) early warning systems, (¢) damage assessment
(f) crisis counselling (g) needs assessment

Course Outcome 2 (CO2):
1. What is hazard mapping? What are its objectives?

2. What is participatory hazard mapping? How is it conducted? What are its advantages?
3. Explain the applications of hazard maps
4. Explain the types of vulnerabilities and the approaches to assess them

Course Outcome 3 (CO3):
1. Explain briefly the concept of ‘disaster risk’



2. List the strategies for disaster risk management ‘before’, ‘during’ and ‘after’ a disaster
3. What is disaster preparedness? Explain the components of a comprehensive disaster
preparedness strategy

Course Outcome 4 (CO4):
1. What is disaster prevention? Distinguish it from disaster mitigation giving examples

2. What are the steps to effective disaster communication? What are the barriers to
communication?

3. Explain capacity building in the context of disaster management
Course Outcome 5 (COS):

1. Briefly explain the levels of stakeholder participation in the context of disaster risk
reduction

2. Explain the importance of communication in disaster management
3. Explain the benefits and costs of stakeholder participation in disaster management
4. How are stakeholders in disaster management identified?

Course Outcome 6 (CO6):
1. Explain the salient features of the National Policy on Disaster Management in India

2. Explain the guiding principles and priorities of action according to the Sendai Framework
for Disaster Risk Reduction

3. What are Tsunamis? How are they caused?

4. Explain the earthquake zonation of India



Model Question paper
QP CODE: PAGES:3

Reg No: Name :

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FIFTH SEMESTER B.TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: MCN 301

Course Name: Disaster Management

Max.Marks:100 Duration: 3 Hours
PART A
Answer all Questions. Each question carries 3 Marks

1. What is the mechanism by which stratospheric ozone protects earth from harmful UV
rays?

2.  What are disasters? What are their causes?

3.  What is hazard mapping? What are its objectives?

4. Explain briefly the concept of ‘disaster risk’

5. List the strategies for disaster risk management ‘before’, ‘during’ and ‘after’ a disaster
6. What is disaster prevention? Distinguish it from disaster mitigation giving examples

7. Briefly explain the levels of stakeholder participation in the context of disaster risk
reduction

8. Explain the importance of communication in disaster management
9. What are Tsunamis? How are they caused?

10. Explain the earthquake zonation of India
Part B
Answer any one Question from each module. Each question carries 14 Marks



11. a. Explain the different types of cyclones and the mechanism of their formation [10]

b. Explain with examples, the difference between hazard and risk in the context of

disaster management

[4]
OR
12. Explain the following terms in the context of disaster management [14]

(a) exposure (b) resilience (c¢) disaster risk management (d) early warning systems, (¢) damage
assessment (f) crisis counselling (g) needs assessment

13. a. What is participatory hazard mapping? How is it conducted? What are its advantages?

[8]
b. Explain the applications of hazard maps [6]
OR
14. Explain the types of vulnerabilities and the approaches to assess them [14]
15. a. Explain the core elements of disaster risk management [8]
b. Explain the factors that decide the nature of disaster response [6]
OR
16. a. What is disaster preparedness? Explain the components of a comprehensive disaster
preparedness strategy [6]
b. Explain the different disaster response actions (8]
17. a. Explain the benefits and costs of stakeholder participation in disaster management [10]
b. How are stakeholders in disaster management identified? [4]
OR
18. a. What are the steps to effective disaster communication? What are the barriers to
communication? [7]
b. Explain capacity building in the context of disaster management [7]



19.  Explain the salient features of the National Policy on Disaster Management in India

[14]
OR
20. Explain the guiding principles and priorities of action according to the Sendai Framework
for Disaster Risk Reduction [14]
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Teaching Plan

Module 1 5 Hours
1.1 Introduction about various Systems of earth, Lithosphere- 1 Hour
composition, rocks, Soils; Atmosphere-layers, ozone layer,
greenhouse effect, weather
1.2 Cyclones, atmospheric circulations, Indian Monsoon; hydrosphere- | 1 Hour
Oceans, inland water bodies; biosphere
1.3 Definition and meaning of key terms in Disaster Risk Reduction 1 Hour
and Management- disaster, hazard,
1.4 Exposure, vulnerability, risk, risk assessment, risk mapping, 1 Hour
capacity, resilience, disaster risk reduction, Disaster risk
management, early warning systems
1.5 Disaster preparedness, disaster prevention, disaster, Mitigation, 1 Hour
disaster response, damage assessment, crisis counselling, needs
assessment.
Module 2 S Hours
2.1 Various Hazard types, Hazard mapping; Different types of 1 Hour
Vulnerability types and their assessment
2.2 Vulnerability assessment and types, Physical and social 1 Hour
vulnerability
23 Economic and environmental vulnerability, Core elements of 1 Hour
disaster risk assessment
24 Components of a comprehensive disaster preparedness strategy 1 Hour
approaches, procedures
2.5 Different disaster response actions 1 Hour
Module 3 S Hours
3.1 Introduction to Disaster risk management, Core elements of 1 Hour
Disaster Risk Management
3.2 Phases of Disaster Risk Management, Measures for Disaster Risk 1 Hour
Reduction
33 Measures for Disaster prevention, mitigation, and preparedness. 1 Hour
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3.4 Disaster response- objectives, requirements. Disaster response 1 Hour
planning; types of responses.
35 Introduction- Disaster Relief, Relief; international relief| 1 Hour
organizations.
Module 4 5 Hours
4.1 Participatory stakeholder engagement 1 Hour
4.2 Importance of disaster communication. 1 Hour
43 Disaster communication- methods, barriers. Crisis counselling 1 Hour
4.4 Introduction to Capacity Building. Concept — Structural Measures, | 1 Hour
Non-structural Measures.
4.5 Introduction to Capacity Assessment, Capacity Assessment; 1 Hour
Strengthening, Capacity for Reducing Risk
Module 5 S Hours
5.1 Introduction-Common disaster types in India. 1 Hour
5.2 Common disaster legislations in India on disaster management 1 Hour
53 National disaster management policy, Institutional arrangements | 1 Hour
for disaster management in India.
54 The Sendai Framework for Disaster Risk Reduction and targets 1 Hour
5.5 The Sendai Framework for Disaster Risk Reduction-priorities for | 1 Hour

action, guiding principles
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t L(T|P REDIT
Industrial Economics & Category C

Foreign Trade HSMC 31010 3

HUT 300

Preamble: To equip the students to take industrial decisions and to create awareness of economic
environment.

Prerequisite: Nil

Course Outcomes: After the completion of the course the student will be able to

Explain the problem of scarcity of resources and consumer behaviour, and to evaluate
CO1 | the impact of government policies on the general economic welfare. (Cognitive
knowledge level: Understand)

CcOo2 Take appropriate decisions regarding volume of output and to evaluate the social cost

of production. (Cognitive knowledge level: Apply)

CO3 Determine the functional requirement of a firm under various competitive conditions.

(Cognitive knowledge level: Analyse)

Examine the overall performance of the economy, and the regulation of economic
CO4 | fluctuations and its impact on various sections in the society. (Cognitive knowledge
level: Analyse)

Determine the impact of changes in global economic policies on the business

CO5 .
opportunities of a firm. (Cognitive knowledge level: Analyse)

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | POS | PO9 | PO10 | PO11 | PO12
Ccol| 2 3
Cco2| 2 2 2 2 3 3
CO3 | 2 2 1 3
COo4 | 2 2 1 1 3
Ccos5| 2 2 1 3




Abstract POs defined by National Board of Accreditation

PO# Broad PO PO# Broad PO

PO1 | Engineering Knowledge PO7 | Environment and Sustainability
PO2 | Problem Analysis PO8 [ Ethics

PO3 | Design/Development of solutions PO9 | Individual and team work

PO E::S:gs investigations of complex PO10 | Communication

POS5 | Modern tool usage POI1 | Project Management and Finance
PO6 | The Engineer and Society PO12 | Lifelong learning

Assessment Pattern

Bloom’s Category

Continuous Assessment Tests

End Semester

Examination Marks
Test 1 (Marks) Test 2 (Marks)
Remember 15 15 30
Understand 20 20 40
Apply 15 15 30
Mark Distribution
Total Marks CIE Marks ESE Marks ESE Duration
150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment - Test (2 numbers) : 25 marks
Continuous Assessment - Assignment : 15 marks

Internal Examination Pattern:

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall
be preferably conducted after completing the first half of the syllabus and the second series test
shall be preferably conducted after completing remaining part of the syllabus. There will be two
parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the
completed modules and 1 question from the partly completed module), having 3 marks for each
question adding up to 15 marks for part A. Students should answer all questions from Part A.
Part B contains 7 questions (preferably, 3 questions each from the completed modules and 1
question from the partly completed module), each with 7 marks. Out of the 7 questions, a student

should answer any 5.

End Semester Examination Pattern:

There will be two parts; Part A and Part B.
Part A : 30 marks
Part B : 70 marks

Part A contains 10 questions with 2 questions from each module, having 3 marks for each
question. Students should answer all questions. Part B contains 2 questions from each module of
which a student should answer any one. Each question can have maximum 3 sub-divisions and
carries 14 marks.



SYLLABUS

HUT 300 Industrial Economics & Foreign Trade

Module 1 (Basic Concepts and Demand and Supply Analysis)

Scarcity and choice - Basic economic problems- PPC — Firms and its objectives — types of firms
— Utility — Law of diminishing marginal utility — Demand and its determinants — law of demand
— elasticity of demand — measurement of elasticity and its applications — Supply, law of supply
and determinants of supply — Equilibrium — Changes in demand and supply and its effects —
Consumer surplus and producer surplus (Concepts) — Taxation and deadweight loss.

Module 2 (Production and cost)

Production function — law of variable proportion — economies of scale — internal and external
economies — Isoquants, isocost line and producer’s equilibrium — Expansion path — Technical
progress and its implications — Cobb-Douglas production function - Cost concepts — Social cost:
private cost and external cost — Explicit and implicit cost — sunk cost - Short run cost curves -
long run cost curves — Revenue (concepts) — Shutdown point — Break-even point.

Module 3 (Market Structure)

Perfect and imperfect competition — monopoly, regulation of monopoly, monopolistic completion
(features and equilibrium of a firm) — oligopoly — Kinked demand curve — Collusive oligopoly
(meaning) — Non-price competition — Product pricing — Cost plus pricing — Target return pricing
— Penetration pricing — Predatory pricing — Going rate pricing — Price skimming.

Module 4 (Macroeconomic concepts)

Circular flow of economic activities — Stock and flow — Final goods and intermediate goods -
Gross Domestic Product - National Income — Three sectors of an economy- Methods of
measuring national income — Inflation- causes and effects — Measures to control inflation-
Monetary and fiscal policies — Business financing- Bonds and shares -Money market and Capital
market — Stock market — Demat account and Trading account - SENSEX and NIFTY.

Module 5 (International Trade)

Advantages and disadvantages of international trade - Absolute and Comparative advantage

theory - Heckscher - Ohlin theory - Balance of payments — Components — Balance of Payments



deficit and devaluation — Trade policy — Free trade versus protection — Tariff and non-tariff

barriers.
Reference Materials

1. Gregory N Mankiw, ‘Principles of Micro Economics’, Cengage Publications

2. Gregory N Mankiw, ‘Principles of Macro Economics’, Cengage Publications
3. Dwivedi D N, ‘Macro Economics’, Tata McGraw Hill, New Delhi.
4. Mithani D M, ‘Managerial Economics’, Himalaya Publishing House, Mumbai.

5. Francis Cherunilam, ‘International Economics’, McGraw Hill, New Delhi.

Sample Course Level Assessment Questions

Course Outcome 1 (CO1):

1. Why does the problem of choice arise?

2. What are the central problems?

3. How do we solve the basic economic problems?
4. What is the relation between price and demand?

5. Explain deadweight loss due to the imposition of a tax.

Course Outcome 2 (CO2):

1. What is shutdown point?
2. What do you mean by producer equilibrium?
3. Explain break-even point;

4. Suppose a chemical factory is functioning in a residential area. What are the external costs?
Course Outcome 3 (CO3):

1. Explain the equilibrium of a firm under monopolistic competition.
2. Why is a monopolist called price maker?

3. What are the methods of non-price competition under oligopoly?



4. What is collusive oligopoly?
Course Outcome 4 (CO4):

1. What is the significance of national income estimation?
2. How is GDP estimated?
3. What are the measures to control inflation?

4. How does inflation affect fixed income group and wage earners?
Course Outcome 5 (CO5):

1. What is devaluation?

2. Suppose a foreign country imposes a tariff on Indian goods. How does it affect India’s
exports?

3. What is free trade?

4. What are the arguments in favour of protection?



Model Question paper
QP CODE: PAGES:3

Reg No: Name :

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY FIFTH /SIXTH SEMESTER
B.TECH DEGREE EXAMINATION, MONTH & YEAR

Course Code: HUT 300
Course Name: Industrial Economics & Foreign Trade
Max.Marks:100 Duration: 3 Hours
PART A
Answer all Questions. Each question carries 3 Marks

. Why does an economic problem arise?

. What should be the percentage change in price of a product if the sale is to be increased by 50
percent and its price elasticity of demand is 2?

. In the production function Q= 2L2K? if L=36 how many units of capital are needed to
produce 60 units of output?

. Suppose in the short run AVC 4. Suppose in the short run AVC<P<AC. Will this firm produce
or shut down? Give reason.

. What is predatory pricing?

. What do you mean by non- price competition under oligopoly?

. What are the important economic activities under primary sector?

. Distinguish between a bond and share?

. What are the major components of balance of payments?



10. What is devaluation? (10 x 3 = 30 marks)

PART B

(Answer one full question from each module, each question carries 14 marks)

MODULE I
11. a) Prepare a utility schedule showing units of consumption, total utility and marginal
utility, and explain the law of diminishing marginal utility. Point out any three
limitations of the law.
b) How is elasticity of demand measured according to the percentage method? How is
the measurement of elasticity of demand useful for the government?
Or
12. a) Explain the concepts consumer surplus and producer surplus.
b) Suppose the government imposes a tax on a commodity where the tax burden  met
by the consumers. Draw a diagram and explain dead weight loss. Mark consumer
surplus, producer surplus, tax revenue and dead weight loss in the diagram.
MODULE 11
13.a) What are the advantages of large-scale production?
b) Explain Producer equilibrium with the help of isoquants and isocost line. What is

expansion path?

Or
14. a) Explain break-even analysis with the help of a diagram.
b) Suppose the monthly fixed cost of a firm is Rs. 40000 and its monthly total variable
cost is Rs. 60000.

1. Ifthe monthly sales is Rs. 120000 estimate contribution and break-even sales.
ii. Ifthe firm wants to get a monthly profit of Rs.40000, what should be the sales?

c) The total cost function of a firm is given as TC=100+50Q - 11Q2+Q3. Find

marginal cost when output equals 5 units.

MODULE I1I



15.a) What are the features of monopolistic competition?

b) Explain the equilibrium of a firm earning supernormal profit under monopolistic
competition.

Or
16.a) Make comparison between perfect competition and monopoly.

b) Explain price rigidity under oligopoly with the help of a kinked demand curve.

MODULE IV
17.a) How is national income estimated under product method and expenditure method?

b) Estimate GDPmp, GNPmp and National income

Private consumption =2000 (in 000 cores)
expenditure 500

Government Consumption

NFIA =-(300)

Investment =800

Net=exports =700

Depreciation =400

Net-indirect tax =300
Or

18.a) What are the monetary and fiscal policy measures to control inflation?

b) What is SENSEX?

MODULE V

19. a) What are the advantages of disadvantages of foreign trade?

b) Explain the comparative cost advantage.

Or

20. a) What are the arguments in favour protection?

b) Examine the tariff and non-tariff barriers to international trade.

(5 x 14 =70 marks)



Teaching Plan

Module 1 (Basic concepts and Demand and Supply Analysis)

7 Hours
1.1 | Scarcity and choice — Basic economic problems - PPC 1 Hour
1.2 | Firms and its objectives — types of firms 1 Hour
1.3 | Utility — Law of diminishing marginal utility — Demand — law of demand 1 Hour
1.4 | Measurement of elasticity and its applications 1 Hour
1.5 | Supply, law of supply and determinants of supply 1 Hour
1.6 | Equilibrium — changes in demand and supply and its effects 1 Hour
17 Consumer surplus and producer surplus (Concepts) — Taxation and | Hour
deadweight loss.
Module 2 (Production and cost) 7 Hours
2.1 [ Productions function — law of variable proportion 1 Hour
2.2 | Economies of scale — internal and external economies 1 Hour
2.3 | producers equilibrium — Expansion path 1 Hour
2.4 | Technical progress and its implications — cob Douglas Production function 1 Hour
25 'Cost'CF)ncepts — social cost: private cost and external cost — Explicit and 1 Hour
implicit cost — sunk cost
2.6 | Short run cost curves & Long run cost curves 1 Hour
2.7 | Revenue (concepts) — shutdown point — Break-even point. 1 Hour
Module 3 (Market Structure) 6 hours
3.1 | Equilibrium of a firm, MC — MR approach and TC — TR approach 1 Hour
3.2 | Perfect competition & Imperfect competition 1 Hour
3.3 | Monopoly — Regulation of monopoly — Monopolistic competition 1 Hour
3.4 | Oligopoly — kinked demand curve 1 Hour
3.5 | Collusive oligopoly (meaning) — Non price competition 1 Hour
36 Cost plus pricing — Target return pricing — Penetration, Predatory pricing — 1 Hour

Going rate pricing — price skimming
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Module 4 (Macroeconomic concepts) 7 Hours

4.1 | Circular flow of economic activities 1 Hour

49 Stock and ﬂqw — Final goods and intermediate goods — Gross Domestic 1 Hour

Product - National income — Three sectors of an economy

4.3 | Methods of measuring national income 1 Hour

4.4 | Inflation — Demand pull and cost push — Causes and effects 1 Hour

4.5 | Measures to control inflation — Monetary and fiscal policies 1 Hour

46 Business financing — Bonds and shares — Money market and capital 1 Hour
market

47 Stock market — Demat account and Trading account — SENSEX and 1 Hour
NIFTY

Module S (International Trade) 8 Hours

5.1 | Advantages and disadvantages of international trade 1 Hour

5.2 | Absolute and comparative advantage theory 2 Hour

5.3 | Heckscher — Ohlin theory 1 Hour

5.4 | Balance of payments - components 1 Hour

5.5 | Balance of payments deficit and devaluation 1 Hour

5.6 | Trade policy — Free trade versus protection 1 Hour

5.7 | Tariff and non tariff barriers. 1 Hour
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HUT
310

Category |L | T | P Credit

Management for Engineers
HMC 1310 0 3

Preamble: This course is intended to help the students to learn the basic concepts and functions

of management and its role in the performance of an organization and to understand various

decision-making approaches available for managers to achieve excellence. Learners shall have a

broad view of different functional areas of management like operations, human resource, finance

and marketing.

Prerequisite: Nil

Course Outcomes After the completion of the course the student will be able to

Explain the characteristics of management in the contemporary context (Cognitive
cot Knowledge level: Understand).
CO2 | Describe the functions of management (Cognitive Knowledge level: Understand).

Demonstrate ability in decision making process and productivity analysis (Cognitive
€03 Knowledge level: Understand).

Illustrate project management technique and develop a project schedule (Cognitive
€04 Knowledge level: Apply).

Summarize the functional areas of management (Cognitive Knowledge level:
€03 Understand).

Comprehend the concept of entrepreneurship and create business plans (Cognitive
06 Knowledge level: Understand).




Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 | POS | PO9 | PO10 | PO11 | PO12
CO1 2 1 2 2 2 1 1
CcO2 2 1 1 1 2 1 1
CO3 2 2 2 2 1
CO4 2 2 2 2 1 2 1
CO5 2 1 1 1 2 1
CO6 2 2 2 1 1 1 1 1 1 1
Abstract POs defined by National Board of Accreditation
PO1 | Engineering Knowledge PO7 | Environment and Sustainability
PO2 | Problem Analysis PO8 [ Ethics
PO3 | Design/Development of solutions PO9 | Individual and team work
PO4 | Conduct investigations of complex problems | PO10 [ Communication
PO5 | Modern tool usage POI1 [ Project Management and Finance
PO6 | The Engineer and Society PO12 | Life long learning

Assessment Pattern

Bloom’s Test 1 (Marks in Test 2 (Marks in End Semester Examination
Category percentage) percentage) (Marks in percentage)

Remember 15 15 30

Understand 15 15 30

Apply 20 20 40

Analyse

Evaluate

Create




Mark Distribution

Total Marks CIE Marks ESE Marks ESE Duration

150 50 100 3 Hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment - Test : 25 marks
Continuous Assessment - Assignment : 15 marks

Internal Examination Pattern:

Each of the two internal examinations has to be conducted out of 50 marks. First series test shall
be preferably conducted after completing the first half of the syllabus and the second series test
shall be preferably conducted after completing remaining part of the syllabus. There will be two
parts: Part A and Part B. Part A contains 5 questions (preferably, 2 questions each from the
completed modules and 1 question from the partly completed module), having 3 marks for each
question adding up to 15 marks for part A. Students should answer all questions from Part A.
Part B contains 7 questions (preferably, 3 questions each from the completed modules and 1
question from the partly completed module), each with 7 marks. Out of the 7 questions, a student

should answer any 5.
End Semester Examination Pattern:

There will be two parts; Part A and Part B. Part A contains 10 questions with 2 questions from
each module, having 3 marks for each question. Students should answer all questions. Part B
contains 2 questions from each module of which a student should answer any one. Each question

can have maximum 2 sub-divisions and carries 14 marks.



SYLLABUS
HUT 310 Management for Engineers (35 hrs)
Module 1 (Introduction to management Theory- 7 Hours)

Introduction to management theory, Management Defined, Characteristic of Management,
Management as an art-profession, System approaches to Management, Task and Responsibilities

of a professional Manager, Levels of Manager and Skill required.
Module 2 (management and organization- 5 hours)

Management Process, Planning types , Mission, Goals, Strategy, Programmes, Procedures,
Organising, Principles of Organisation, Delegation, Span of Control, Organisation Structures,

Directing, Leadership, Motivation, Controlling..
Module 3 (productivity and decision making- 7 hours)

Concept of productivity and its measurement; Competitiveness; Decision making process;
decision making under certainty, risk and uncertainty; Decision trees; Models of decision

making.
. Module 4 (project management- 8 hours)

Project Management, Network construction, Arrow diagram, Redundancy. CPM and PERT
Networks, Scheduling computations, PERT time estimates, Probability of completion of project,

Introduction to crashing.
Module 5 (functional areas of management- 8 hours)

Introduction to functional areas of management, Operations management, Human resources
management, Marketing management, Financial management, Entrepreneurship, Business plans,

Corporate social responsibility, Patents and Intellectual property rights.

References:



1. H. Koontz, and H. Weihrich, Essentials of Management: An International Perspective. 8th

ed., McGraw-Hill, 2009.
2. P CTripathi and P N Reddy, Principles of management, TMH, 4th edition, 2008.

3. P Kotler, K. L. Keller, A. Koshy, and M. Jha, Marketing Management: A South Asian
Perspective. 14th ed., Pearson, 2012.

4.  M.Y. Khan, and P. K. Jain, Financial Management, Tata-McGraw Hill, 2008.

5. R.D. Hisrich, and M. P. Peters, Entrepreneurship: Strategy, Developing, and Managing a
New Enterprise, 4th ed., McGraw-Hill Education, 1997.

6. D. J. Sumanth, Productivity Engineering and Management, McGraw-Hill Education,
1985.

7.  K.Ashwathappa, ‘Human Resources and Personnel Management’, TMH, 3 rd edition,

2005.

8. R. B. Chase, Ravi Shankar and F. R. Jacobs, Operations and Supply Chain Management,
14th ed. McGraw Hill Education (India), 2015.

Sample Course Level Assessment Questions
Course Outcomel (CO1): Explain the systems approach to management?

Course Outcome 2 (CO2): Explain the following terms with a suitable example Goal,

Objective, and Strategy.

Course Outcome 3 (CO3): Mr. Shyam is the author of what promises to be a successful novel.
He has the option to either publish the novel himself or through a publisher. The publisher is
offering Mr. Shyam Rs. 20,000 for signing the contract. If the novel is successful, it will sell
200,000 copies. Else, it will sell 10,000 copies only. The publisher pays a Re. 1 royalty per copy.
A market survey indicates that there is a 70% chance that the novel will be successful. If Mr.
Shyam undertakes publishing, he will incur an initial cost of Rs. 90,000 for printing and

marketing., but each copy sold will net him Rs. 2. Based on the given information and the



decision analysis method, determine whether Mr. Shyam should accept the publisher’s offer or

publish the novel himself.

Course Outcome 4 (CO4): Explain the concepts of crashing and dummy activity in project

management.
Course Outcome 5 (COS): Derive the expression for the Economic order quantity (EOQ)?

Course Outcome 6 (CO6): Briefly explain the theories of Entrepreneurial motivation.?



Model Question Paper
QP CODE: PAGES: 4

Reg No: Name:

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FOURTH SEMESTER B. TECH DEGREE EXAMINATION, MONTH & YEAR
Course Code: HUT 310
Course name: Management for Engineers
Max Marks: 100 Duration: 3 Hours
PART-A (Answer All Questions. Each question carries 3 marks)

1. “Management is getting things done through other.” Elaborate.

2. Comment on the true nature of management. Is it a science or an art?

3. Planning is looking ahead and controlling is looking back. Comment with suitable examples
4. Explain the process of communication?

5. Explain the hierarchy of objectives?

6. Explain the types of decisions?

7. Describe the Economic man model?

8. Explain the concepts of crashing and dummy activity in project management.

9. Differentiate the quantitative and qualitative methods in forecasting.

10. What are the key metrics for sustainability measurement? What makes the measurement and

reporting of sustainability challenging?
PART-B (Answer any one question from each module)
11. a) Explain the systems approach to management. (10)
b) Describe the roles of a manager (4)

OR



12. a) Explain the 14 principles of administrative management? (10)
b) Explain the different managerial skills (4)
13. a) What are planning premises, explain the classification of planning premises. (10)
b) Distinguish between strategy and policy. How can policies be made effective. (4)
OR
14 a) Explain three motivational theories. (9)
b) Describe the managerial grid. (5)

15. a) Modern forest management uses controlled fires to reduce fire hazards and to stimulate
new forest growth. Management has the option to postpone or plan a burning. In a specific forest
tract, if burning is postponed, a general administrative cost of Rs. 300 is incurred. If a controlled
burning is planned, there is a 50% chance that good weather will prevail and burning will cost
Rs. 3200. The results of the burning may be either successful with probability 0.6 or marginal
with probability 0.4. Successful execution will result in an estimated benefit of Rs. 6000, and
marginal execution will provide only Rs. 3000 in benefits. If the weather is poor, burning will be
cancelled incurring a cost of Rs. 1200 and no benefit. i) Develop a decision tree for the problem.

(i1) Analyse the decision tree and determine the optimal course of action. (8)

b) Student tuition at ABC University is $100 per semester credit hour. The Education department
supplements the university revenue by matching student tuition, dollars per dollars. Average
class size for typical three credit course is 50 students. Labour costs are $4000 per class, material
costs are $20 per student, and overhead cost are $25,000 per class. (a) Determine the total factor
productivity. (b) If instructors deliver lecture 14 hours per week and the semester lasts for 16

weeks, what is the labour productivity? (6)
OR

16. a) An ice-cream retailer buys ice cream at a cost of Rs. 13 per cup and sells it for Rs. 20 per
cup; any remaining unsold at the end of the day, can be disposed at a salvage price of Rs. 2.5 per

cup. Past sales have ranged between 13 and 17 cups per day; there is no reason to believe that



sales volume will take on any other magnitude in future. Find the expected monetary value and

EOL, if the sales history has the following probabilities:
(€))

Market Size 13 14 15 16 17
Probability 0.10 0.15 0.15 0.25 0.35

b) At Modem Lumber Company, Kishore the president and a producer of an apple crates sold to
growers, has been able, with his current equipment, to produce 240 crates per 100 logs. He
currently purchases 100 logs per day, and each log required 3 labour hours to process. He
believes that he can hire a professional buyer who can buy a better quality log at the same cost. If
this is the case, he increases his production to 260 crates per 100 logs. His labour hours will
increase by 8 hours per day. What will be the impact on productivity (measured in crates per
labour-hour) if the buyer is hired? What is the growth in productivity in this case?

S)

17. a) A project has the following list of activities and time estimates:

Activity Time (Days) Immediate Predecessors
A 1 -
B 4 A
C 3 A
D 7 A
E 6 B
F 2 C D
G 7 E,F
H 9 D
I 4 G, H

(a) Draw the network. (b) Show the early start and early finish times. (c) Show the
critical path. (10)



b) An opinion survey involves designing and printing questionnaires, hiring and training
personnel, selecting participants, mailing questionnaires and analysing data. Develop the

precedence relationships and construct the project network. (4)
OR

18. a) The following table shows the precedence requirements, normal and crash times, and

normal and crash costs for a construction project:

Immediate Required Time (Weeks) Cost (Rs.)
Activity

Predecessors Normal Crash Normal Crash
A - 4 2 10,000 11,000
B A 3 2 6,000 9,000
C A 2 1 4,000 6,000
D B 5 3 14,000 18,000
E B,C 1 1 9,000 9,000
F C 3 2 7,000 8,000
G E,F 4 2 13,000 25,000
H D, E 4 1 11,000 18,000
I H, G 6 5 20,000 29,000

Draw the network. (b) Determine the critical path. (¢) Determine the optimal duration and the

associated cost. (10)
b) Differentiate between CPM and PERT. (4)
19. a) What is meant by market segmentation and explain the process of market segmentation (8)

b) The Honda Co. in India has a division that manufactures two-wheel motorcycles. Its budgeted
sales for Model G in 2019 are 80,00,000 units. Honda’s target ending inventory is 10,00, 000
units and its beginning inventory is 12, 00, 000 units. The company’s budgeted selling price to its

distributors and dealers is Rs. 40, 000 per motorcycle. Honda procures all its wheels from an

10



outside supplier. No defective wheels are accepted. Honda’s needs for extra wheels for
replacement parts are ordered by a separate division of the company. The company’s target
ending inventory is 3,00,000 wheels and its beginning inventory is 2,00,000 wheels. The
budgeted purchase price is Rs. 1,600 per wheel.

(a) Compute the budgeted revenue in rupees.
(b) Compute the number of motorcycles to be produced.
Compute the budgeted purchases of wheels in units and in rupees.? (6)
OR

20. a) a) “Human Resource Management policies and principles contribute to effectiveness,
continuity and stability of the organization”. Discuss. (b) What is a budget? Explain how sales

budget and production budgets are prepared? (10)

b) Distinguish between the following: (a) Assets and Liabilities (b) Production concept and
Marketing concept (c) Needs and Wants (d) Design functions and Operational control functions

in operations (4)
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Teaching Plan

S1.No TOPIC SESSION
Module I
1.1 Introduction to management 1
1.2 Levels of managers and skill required 2
1.3 Classical management theories 3
1.4 neo-classical management theories 4
1.5 modern management theories 5
1.6 System approaches to Management, 6
1.7 Task and Responsibilities of a professional Manager 7
Module 2
2.1 Management process — planning 8
Mission — objectives — goals — strategy — policies — programmes
> — procedures ’
2.3 Organizing, principles of organizing, organization structures 10
2.4 Directing, Leadership 11
2.5 Motivation, Controlling 12
Module III
3.1 Concept of productivity and its measurement Competitiveness 13
3.2 Decision making process; 14
3.3 Models in decision making 15
34 Decision making under certainty and risk 16
3.5 Decision making under uncertainty 17
3.6 Decision trees 18
3.7 Models of decision making. 19
Module IV
4.1 Project Management 20
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S1.No TOPIC SESSION
Module I
4.2 Network construction 21
4.3 Arrow diagram, Redundancy 22
4.4 CPM and PERT Networks 23
4.5 Scheduling computations 24
4.6 PERT time estimates 25
4.7 Probability of completion of project 26
4.8 Introduction to crashing
Module V
5.1 Introduction to functional areas of management, 28
5.2 Operations management 29
53 Human resources management , 30
5.4 Marketing management 31
55 Financial management 32
5.6 Entrepreneurship, 33
5.7 Business plans 34
58 Corporate social responsibility, Patents and Intellectual property 35

rights
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SEMESTER V



ECT301

LINEAR INTEGRATED CIRCUITS

CATEGORY |L | T | P

CREDITS

PCC 3/ 1] 0 4

Preamble: This course aims to develop the skill to design circuits using operational amplifiers and
other linear ICs for various applications.

Prerequisite: EC202 Analog Circuits

Course Outcomes: After the completion of the course the student will be able to

COo1 Understand Op Amp fundamentals and differential amplifier configurations
CO2 Design operational amplifier circuits for various applications

CO3 Design Oscillators and active filters using opamps

CO4 Explain the working and applications of timer, VCO and PLL ICs

CO5 Outline the working of Voltage regulator IC’s and Data converters

Mapping of course outcomes with program outcomes

PO1|PO2|PO3| PO4| PO5 PO6| PO7| PO8| PO9| PO | PO | PO
10 11 12
Cco1 3 3 1 2 1
CO2 3 3 2 2 2 1
CcO3 3 3 2 2 2 1
CcO4 3 3 1 2 2 1
CcO5s 3 3 2 2 2 1
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember K1 10 10 10
Understand K2 30 30 60
Apply K3 10 10 30
Analyse K4
Evaluate
Create
Mark distribution
Total CIE ESE ESE Duration
Marks
150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of
which student should answer any one. Each question can have maximum 2 sub-divisions
and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Analyze differential amplifier configurations.

1. Explain the working of BJT differential amplifiers.
2. Calculate the input resistance, output resistance, voltage gain and CMRR of
differential amplifiers.
3. Explain the non-ideal parameters of differential amplifiers.
4. Derive CMRR, input resistance and output resistance of a dual input
balanced output differential amplifier configuration.

Course Outcome 2 (CO2): Design operational amplifier circuits for various applications.

1. Design an opamp circuit to obtain an output voltage V0=-(2V1+4V2 + 3V3)

2. A 741C op-amp is used as an inverting amplifier with a gain of 50. The voltage gain vs
frequency curve of 741C is flat upto 20kHz. What maximum peak to peak input signal can be
applied without distorting the output?

3. With the help of a neat circuit diagram, derive the equation for the output voltage of an
Instrumentation amplifier.

4. With the help of circuit diagrams and graphs, explain the working of a Full wave Precision
rectifier.

Course Outcome 3 (CO3): Design active filters using opamps

1. Derive the design equations for a second order Butterworth active low passfilter.
2. Design a Notch filter to eliminate power supply hum (50 Hz).
3. Design a first order low pass filter at a cut-off frequency of 2kHz with a pass band gain of 3

Course Outcome 4 (CO4): Explain the working and applications of specialized ICs

1. With the help of internal diagram explain the monostable operation of timer IC 555.
Draw the input and different output waveforms. Derive the equation for pulse width.

2. Explain the operation of Phase Locked Loop. What is lock range and capture range?
Realize a summing amplifier to obtain a given output voltage.



3. Design a circuit to multiply the incoming frequency by a factor of 5 using 565 PLL.

Course Outcome 5 (COS): Outline the working of Voltage regulator IC’s and Data
converters

1. What is the principle of operation of Dual slope ADC. Deduce the relationship between
analogue input and digital output of the ADC.
Explain how current boosting is achieved using [.C 723

3. Explain the working of successive approximation ADC

SYLLABUS

Module 1:

Operational amplifiers(Op Amps): The 741 Op Amp, Block diagram, Ideal op-amp parameters,
typical parameter values for 741, Equivalent circuit, Open loop configurations, Voltage transfer
curve, Frequency response curve.

Differential Amplifiers: Differential amplifier configurations using BJT, DC Analysis- transfer
characteristics; AC analysis- differential and common mode gains, CMRR, input and output
resistance, Voltage gain. Constant current bias, constant current source;  Concept of current
mirror-the two transistor current mirror, Wilson and Widlar current mirrors.

Module 2:

Op-amp with negative feedback: General concept of Voltage Series, Voltage Shunt, current
series and current shunt negative feedback, Op Amp circuits with voltage series and voltage shunt
feedback, Virtual ground Concept; analysis of practical inverting and non-inverting amplifiers for
closed loop gain, Input Resistance and Output Resistance.

Op-amp applications: Summer, Voltage Follower-loading effects, Differential and
Instrumentation Amplifiers, Voltage to current and Current to voltage converters, Integrator,
Differentiator, Precision rectifiers, Comparators, Schmitt Triggers, Log and antilogamplifiers.

Module 3:

Op-amp Oscillators and Multivibrators: Phase Shift and Wien-bridge Oscillators, Triangular and
Sawtooth waveform generators, Astable and monostable multivibrators.

Active filters: Comparison with passive filters, First and second order low pass, High pass, Band
pass and band reject active filters, state variable filters.

Module 4 :

Timer and VCO: Timer IC 555- Functional diagram, Astable and monostable operations;. Basic
concepts of Voltage Controlled Oscillator and application of VCO IC LM566,

Phase Locked Loop — Operation, Closed loop analysis, Lock and capture range, Basic building
blocks, PLL IC 565, Applications of PLL.



Module 5:

Voltage Regulators: Fixed and Adjustable voltage regulators, IC 723 — Low voltage and high
voltage configurations, Current boosting, Current limiting, Short circuit and Fold-back protection.
Data Converters: Digital to Analog converters, Specifications, Weighted resistor type and R-2R
Ladder type.

Analog to Digital Converters: Specifications, Flash type and Successive approximation type.

Text Books
1. Roy D. C. and S. B. Jain, Linear Integrated Circuits, New Age International,3/e, 2010

Reference Books

1. DFranco S., Design with Operational Amplifiers and Analog Integrated Circuits, 3/e,
Tata McGraw Hill, 2008

2. Gayakwad R. A., Op-Amps and Linear Integrated Circuits, Prentice Hall, 4/¢,2010
Salivahanan S. and V. S. K. Bhaaskaran, Linear Integrated Circuits, Tata McGraw
Hill, 2008.

4. Botkar K. R., Integrated Circuits, 10/e, Khanna Publishers, 2010

5. C.G. Clayton, Operational Amplifiers, Butterworth & Company Publ. Ltd. Elsevier,
1971

6. David A. Bell, Operational Amplifiers & Linear ICs, Oxford University Press,
2" edition,2010

7. R.F. Coughlin & Fredrick Driscoll, Operational Amplifiers & Linear Integrated
Circuits,6™ Edition, PHI,2001

8. Sedra A. S. and K. C. Smith, Microelectronic Circuits, 6/e, Oxford University Press,
2013.

Course Contents and Lecture Schedule

] No. of
No fiopic Lectures
1 Operational amplifiers (&)
1.1 The 741 Op Amp, Block diagram, Ideal op-amp parameters, typical 1
parameter values for 741
1.2 Equivalent circuit, Open loop configurations, Voltage transfercurve, 1
Frequency response curve.
1.3 Differential amplifier configurations using BJT, DC Analysis- transfer 2
characteristics
1.4 AC analysis- differential and common mode gains, CMRR, input and 2
output resistance, Voltage gain
1.5 Constant current bias and constant current source 1
1.6 Concept of current mirror, the two transistor current mirror Wilson and 2
Widlar current mirrors.
2 Op-amp with negative feedback and Op-amp applications 11




2.1 General concept of Voltage Series, Voltage Shunt, current series and 1
current shunt negative feedback
2.2 Op Amp circuits with voltage series and voltage shunt feedback, Virtual 1
ground Concept
2.3 Analysis of practical inverting and non-inverting amplifier 2
2.4 Summer, Voltage Follower-loading effect 1
2.5 Differential and Instrumentation Amplifiers 1
2.6 Voltage to current and Current to voltage converters 1
2.7 Integrator, Differentiator 1
2.8 Precision rectifiers-half wave and full wave 1
2.9 Comparators, Schmitt Triggers 1
2.10 | Log and antilog amplifier 1
3 Op-amp Oscillators and Multivibrators (10)
3.1 Phase Shift and Wien-bridge Oscillators, 2
3.2 Triangular and Sawtooth waveform generators, Astable and monostable 2
multivibrators
33 Comparison, design of First and second order low pass and High pass 2
active filters
3.4 Design of Second Order Band pass and band reject filters 2
3.5 State variable filters 2
4 Timer, VCO and PLL &)
4.1 Timer IC 555- Functional diagram, Astable and monostable operations. 2
4.2 Basic concepts of Voltage Controlled Oscillator 1
4.3 Application of VCO IC LM566 2
4.4 PLL Operation, Closed loop analysis Lock and capture range. 2
4.5 Basic building blocks, PLL IC 565, Applications of PLL 2
5 Voltage regulators and Data converters &)
5.1 Fixed and Adjustable voltage regulators 1
5.2 IC 723 — Low voltage and high voltage configurations, 2
5.3 Current boosting, Current limiting, Short circuit and Fold-back protection. 2
54 Digital to Analog converters, Specifications, Weighted resistor type and 2
R-2R Ladder type.
5.5 Analog to Digital Converters: Specifications, Flash type and Successive 2

approximation type.




Assignment:

Assignment may be given on related innovative topics on linear IC, like Analog multiplier- Gilbert
multiplier cell, variable trans-conductance technique, application of analog multiplier IC AD633.,
sigma delta or other types of ADC etc. At least one assignment should be simulation of opamp
circuits on any circuit simulation software. The following simulations can be done in QUCS, KiCad
or PSPICE.(The course instructor is free to add or modify the list)

1. Design and simulate a BJT differential amplifier. Observe the input and output signals. Plot
the AC frequency response

2. Design and simulate Wien bridge oscillator for a frequency of 10 kHz. Run a transient
simulation and observe the output waveform.

3. Design and implement differential amplifier and measure its CMRR. Plot its transfer

characteristics.

4. Design and simulate non-inverting amplifier for gain 5. Observe the input and output signals.
Run the ac simulation and observe the frequency response and 3— db bandwidth.

5. Design and simulate a 3 bit flash type ADC. Observe the output bit patterns and transfer
characteristics

6. Design and simulate R — 2R DAC circuit.

7. Design and implement Schmitt trigger circuit for upper triggering point of +8 V and a lower
triggering point of —4 V using op-amps.



Model Question

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FIFTH SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT301

Program: Electronics and Communication Engineering
Course Name: Linear Integrated Circuits
Max. Marks: 100 Duration: 3 Hours

PART A

Answer ALL Questions. Each Carries 3 mark.

1. Draw and list the functions of 741 IC pins K1
2. Define slew rate with its unit. What is its effect at the output signal? K2
3. How the virtual ground is different from actual ground? K2
4. A differential amplifier has a common mode gain of 0.05 and difference mode gain of
1000.Calculate the output voltage for two signals V1 = ImV and V2= 0.9Mv K3
5. Design a non-inverting amplifier for a gainof 11 K3
6. Design a second order Butterworth Low Pass Filter with fH=2KHz K3
7. Draw the circuit of monostable multivibrator using opamp. K1
8. What is the principle of VCO?. K1
9. Mention 3 applications of PLL. K2
10. Define the following terms with respect to DAC (i)Resolution (ii)Linearity
(iii) Full scale output voltage K2
Differentiate between line and load regulations. K3
PART -B
Answer one question from each module; each question carries 14 marks.
Module I
11. a) Derive CMRR, input resistance and output resistance of a dual 7 |COl| K3
input balanced output differential amplifier configuration.
11. b) What is the principle of operation of Wilson current mirror 7 |CO1| K2
and its advantages? Deduce the expression for its current
gain.
OR
12.a) Draw the equivalent circuit of an operational amplifier. Explain 6 |COl| K3

voltage transfer characteristics of an operational amplifier.

12.b) Explain the following properties of a practical opamp (i) 8 |CO1| K2

Bandwidth (ii) Slew rate (iii) Input offset voltage (iv) Input offset
current

Module 1T




13. a) Design a fullwave rectifier to rectify an ac signal of 0.2V peak- CO2| K3
to-peak. Explain its principle of operation.
13. b)| Draw the circuit diagram of a differential instrumentation amplifier CO2| K2
with a transducer bridge and show that the output voltage is
proportional to the change in resistance.
OR
14.a) Derive the following characteristics of voltage shunt amplifier: CO2| K3
1) Closed loop voltage gain ii)Input resistance
iii) Output resistance iv)Bandwidth
14.b) Explain the working of an inverting Schmitt trigger and draw its CO2| K2
transfer characteristics.
Moduel III
15 a) Derive the equation for frequency of oscillation (f0) of a Wein CO3| K3
Bridge oscillator. Design a Wein Bridge oscillator for f0 = 1KHz.
15 b) Derive the equation for the transfer function of a first order wide CO3| K3
Band Pass filter.
OR
16a Derive the design equations for a second order Butterworth active CO3| K3
low pass filter.
16b  Design a circuit to generate 1 KHz triangular wave with 5V peak. CO3| K3
Module IV
17 a) Design a circuit to multiply the incoming frequency by a factor of 5 CO4| K3
using 565 PLL.
17 b) With the help of internal diagram explain the monostable CO4| K2
operation of timer IC 555. Draw the input and output waveforms.
Derive the equation for pulse width.
OR
18 a) Design a monostable multi-vibrator for a pulse duration of 1ms CO4| K3
using IC555.
18 b) Explain the operation of Phase Locked Loop. What is lock range CO4| K2
and capture range?
Module V
19 a) Explain the working of R-2R ladder type DAC. In a 10 bit DAC, CO5| K2
reference voltage is given as 15V. Find analog output for digital
input of 1011011001.
19 b) Explain how short circuit, fold back protection and current COs5| K2
boosting are done using IC723 voltage regulator.
OR
20 a) With a functional diagram, explain the principle of operation of COs5| K2
Successive approximation type ADC.
20 b) With a neat circuit diagram, explain the operation of a 3-bit flash COs5| K2

converter.




ECT303

DIGITAL SIGNAL CATEGORY L |T P | CREDIT

PROCESSING PCC 3 |1 0 4

Preamble: This course aims to provide an understanding of the principles, algorithms and

applications

of DSP.

Prerequisite: ECT 204 Signals and systems

Course Outcomes: After the completion of the course the student will be able to

co1 State and prove the fundamental properties and relations relevant to DFT and
solve basic problems involving DFT based filtering methods

CO2 Compute DFT and IDFT using DIT and DIF radix-2 FFT algorithms

CO3 Design linear phase FIR filters and IIR filters for a given specification

CO 4 [lustrate the various FIR and IIR filter structures for the realization of the
given system function

CO5 Explain the basic multi-rate DSP operations decimation and interpolation in
both time and frequency domains using supported mathematical equations
Explain the architecture of DSP processor (TMS320C67xx) and the finite word

CO6 length effects

Mapping of course outcomes with program outcomes

PO [ PO | PO |PO |PO |[PO | PO PO PO | PO | PO |PO

1 2 3 4 5 6 7 8 9 10 11 12
Co1 3 3 2 2 2
CO2 3 3 3 3 2
CO3 3 3 3 3 2
CO 4 3 3 2 3 2
COs5 2 2 2 2 2
CO6 2 2 - - 2

Assessment Pattern
Bloom’s Category Continuous Assessment End Semester
Tests Examination
1 2

Remember K1 10 10 10
Understand K2 20 20 30
Apply K3 20 20 60
Analyse K4
Evaluate
Create




Mark distribution

Total Marks CIE ESE ESE Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks

Continuous Assessment Test (2 numbers)  : 25 marks
Assignment/Quiz/Course project : 15marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions

CO1: State and prove the fundamental properties and relations relevant to DFT and
solve basic problems involving DFT based filtering methods

1. Determine the N-point DFT X(k) of the N point sequences given by (i) x1(n)=sin(2zn/N) n/N)
(ii) x2(n)=cos*(2nn/N) n/N)

2. Show that if x(n) is a real valued sequence, then its DFT X(k) is also real and even
CO2: Compute DFT and IDFT using DIT and DIF radix-2 FFT algorithms

1. Find the 8 point DFT of a real sequence x(n)={1,2,2,2,1,0,0,0,0} using Decimation in
frequency algorithm?

2. Find out the number of complex multiplications require to perform an 1024 point DFT
using(i)direct computation and (ii) using radix 2 FFT algorithm?

CO3: Design linear phase FIR filters and IIR filters for a given specification
1. Design a linear phase FIR filter with order M=15 and cut-off frequency nn/N) /6 .Use a
Hanning Window.

2. Design a low pass digital butter-worth filter using bilinear transformation for the given
specifications. Passband ripple <1dB, Passband edge:4kHz, Stopband Attenuation:>40
dB, Stopband edge:6kHz, Sampling requency:24 kHz



CO4: Illustrate the various FIR and IIR filter structures for the realization of the given
system function
1. Obtain the direct form II and transpose structure of the filter whose transfer function is
given below.

1 0.447°+0.362 z+0.02
Hlz|==5 3
z’+.4z7°+.182-0.2

2. Realize an FIR system with the given difference equation y(n)=x(n)-0.5x(n-1)+0.25x(n-
2)+0.5x(n-3)-0.4x(n-4)+0.2x(n-5)

CO5: Explain the basic multi-rate DSP operations decimation and interpolation in both
time and frequency domains using supported mathematical equations

1. Derive the frequency domain expression of the factor of 2 up-sampler whose input is
given by x(n) and transform by X(k)?
2. Bring out the role of an anti-imaging filter in a sampling rate converter?

COG6: Explain the architecture of DSP processor TMS320C67xx and the finite word
length effects

1. Derive the variance of quantization noise in an ADC with step size A, assuming
uniformly distributed quantization noise with zero mean ?
2. Bring out the architectural features of TMS320C67xx digital signal processor?



SYLLABUS
Module 1

Basic Elements of a DSP system, Typical DSP applications, Finite-length discrete transforms,
Orthogonal transforms — The Discrete Fourier Transform: DFT as a linear transformation (Matrix
relations), Relationship of the DFT to other transforms, IDFT, Properties of DFT and examples.
Circular convolution, Linear Filtering methods based on the DFT, linear convolution using
circular convolution, Filtering of long data sequences, overlap save and overlap add methods,
Frequency Analysis of Signals using the DFT (concept only required)

Module 2

Efficient Computation of DFT: Fast Fourier Transform Algorithms-Radix-2 Decimation in Time
and Decimation in Frequency FFT Algorithms, IDFT computation using Radix-2 FFT
Algorithms, Application of FFT Algorithms, Efficient computation of DFT of Two Real
Sequences and a 2N-Point Real Sequence

Module 3

Design of FIR Filters - Symmetric and Anti-symmetric FIR Filters, Design of linear phase FIR
filters using Window methods, (rectangular, Hamming and Hanning) and frequency sampling
method, Comparison of design methods for Linear Phase FIR Filters. Design of IIRDigital
Filters from Analog Filters (Butterworth), IIR Filter Design by Impulse Invariance, and
Bilinear Transformation, Frequency Transformations in the Analog and Digital Domain.

Module 4

Structures for the realization of Discrete Time Systems - Block diagram and signal flow graph
representations of filters, FIR Filter Structures: Linear structures, Direct Form, CascadeForm,
IIR Filter Structures: Direct Form, Transposed Form, Cascade Form and Parallel Form,
Computational Complexity of Digital filter structures. Multi-rate Digital Signal Processing:

Decimation and Interpolation (Time domain and Frequency Domain Interpretation ),
Anti- aliasing and anti-imaging filter.

Module 5

Computer architecture for signal processing: Harvard Architecture, pipelining, MAC,
Introduction to TMS320C67xx digital signal processor, Functional Block Diagram.

Finite word length effects in DSP systems: Introduction (analysis not required), fixed-point
and floating-point DSP arithmetic, ADC quantization noise, Finite word length effects in
[IRdigital filters: coefficient quantization errors. Finite word length effects in FFT
algorithms: Round off errors

Text Books
1. Proakis J. G. and Manolakis D. G., Digital Signal Processing, 4/e, Pearson Education,
2007

2. Alan V Oppenheim, Ronald W. Schafer ,Discrete-Time Signal Processing, 3rd Edition ,
Pearson ,2010



3.

Mitra S. K., Digital Signal Processing: A Computer Based Approach, 4/e McGraw Hill
(India) 2014

Reference Books

10.

Ifeachor E.C. and Jervis B. W, Digital Signal Processing: A Practical Approach, 2/e

Pearson Education, 2009.

Lyons, Richard G., Understanding Digital Signal Processing, 3/e. Pearson Education

India, 2004.

Salivahanan S, Digital Signal Processing,4e, Mc Graw —Hill Education New Delhi, 2019

Chassaing, Rulph., DSP applications using C and the TMS320C6x DSK. Vol. 13. John
Wiley & Sons, 2003.

Vinay.K.Ingle, John.G.Proakis, Digital Signal Processing: Bookware Companion

Series, Thomson,2004

Chen, C.T., “Digital Signal Processing: Spectral Computation & Filter Design”, Oxford

Univ. Press, 2001.

Monson H Hayes, “Schaums outline: Digital Signal Processing”, McGraw HillProfessional,

1999

Course Contents and Lecture Schedule

No. Topic No. of
Lectures

1 Module 1

1.1 Basic Elements of a DSP system, Typical DSP
applications, Finite length Discrete transforms, Orthogonal 1
transforms

1.2 The Discrete Fourier Transform: DFT as a linear |
transformation(Matrix relations),

1.3 Relationship of the DFT to other transforms, IDFT 1

1.4 Properties of DFT and examples ,Circular convolution 2

1.5 Linear Filtering methods based on the DFT- linear
convolution using circular convolution, Filtering of long data 3
sequences, overlap save and overlap add methods,

1.6 Frequency Analysis of Signals using the DFT(concept only |
required)

2 Module 2

2.1 Efficient Computation of DFT: Fast Fourier Transform 1
Algorithms

2.2 Radix-2 Decimation in Time and Decimation in Frequency 4
FFT Algorithms

2.3 IDFT computation using Radix-2 FFT Algorithms 2

2.4 Application of FFT Algorithms-Efficient computation of DFT of 1
Two Real Sequences and a 2N-Point Real Sequence

3 Module 3




3.1 Design of FIR Filters- Symmetric and Anti-symmetric FIR Filters, 4
Design of linear phase FIR filters using Window methods,
(rectangular, Hamming and Hanning)

32 Design of linear phase FIR filters using frequency sampling 2
Method, Comparison of Design Methods for Linear Phase FIR
Filters

33 Design of IIR Digital Filters from Analog Filters, 3
(Butterworth), IIR Filter Design by Impulse Invariance

34 IIR Filter Design by Bilinear Transformation 2

3.5 Frequency Transformations in the Analog and Digital Domain. 1

4 Module 4

4.1 Structures for the realization of Discrete Time Systems- Block 2
diagram and signal flow graph representations of
filters

4.2 FIR Filter Structures: (Linear structures), Direct Form 2
Cascade Form

4.3 IIR Filter Structures: Direct Form, Cascade Form and 3
Parallel Form

43 Computational Complexity of Digital filter structures. 1

4.4 Multi-rate Digital Signal Processing: Decimation and Interpolation 3
(Time domain and Frequency Domain Interpretation ), Anti-aliasing
and anti-imaging filter.

5 Module 5

5.1 Computer architecture for signal processing : Harvard Architecture, 3

pipelining, = MAC, Introduction to

TMS320C67xx digital signal processor ,Functional Block Diagram

5.2 Finite word length effects in DSP systems: Introduction 3
(analysis not required), fixed-point and floating-point DSP
arithmetic, ADC quantization noise,

53 Finite word length effects in IIR digital filters: coefficient 2
quantization errors.

54 Finite word length effects in FFT algorithms: Round off 1

€1rors




Simulation Assignments
The following simulations to be done in Scilab/ Matlab/ LabView/GNU Octave:
1. Consider a signal given by x(n)=[1,1,1,1].
1. Compute the DTFT of the given sequence and plot its magnitude and phase
2. Compute the 4 point DFT of the above signal and plot its magnitude and phase
3. Compare the above plots and obtain the relationship?

2. Zero pad the sequence x(n) by 4 and compute the 8 point DFT and find the
corresponding magnitude and phase plots. Compare the spectra with that in (b) and
comment on it.

3. The first five values of the 8 point DFT of a real valued sequence x(n) are given by
{0.25, 0.125-j0.3, 0, 0.125-j0.06, 0.5}. Determine the DFT of each of the following
sequences using properties. Hint :IDFT may not be computed.

1. x1(n)=x((2-n))8

2. X3 (n)=x2 (n)

3 x 4(n):X(n)ejﬂ?n/N ) 11’1/ 4

4. a) Develop a function to implement the over-lap add method using circular
convolution operation. The format should be function [y]=overlappadd(x,h,N), where
y is the output sequence, x is the input sequence and N is the block -
length>=2*Length(h)-1.

1. Incorporate the radix-2 FFT implementation in the above function to obtain a
high speed overlap add block convolution routine. Choose N=8. Hint :choose

N=2K
5. Design a low pass digital filter to be used in the given structure

—3( A » Hiz > D/A —» ya()

to satisfy the following requirements. Sampling rate of 8000samples/second, Pass
band edge of 1500Hz with a ripple of 3dB, Stopband edge of 2000Hz with attenuation of
40 dB, Equiripple passband but monotonic stopband. (Use impulse invariance
technique)

1. Choose T=1 s for impulse invariance and determine the system function H(z) in
parallel form.Plot the log-magnitude response in dB and impulse response h(n)

2. Choose T=1/8000 s and repeat the same procedure. Compare this design with that in
(a) and comment on the effect of T on the impulse invariant design?



6. A filter is described by the following difference equation:
16y(n)+12y(n-1)+2y(n-2)-4y(n-3)-y(n-4)=x(n)-3x(n-1)+11x(n-2)-27x(n-3)+18x(n-4)
1. Determine the Direct form filter structure
2. Using the Direct form structure, obtain the cascade form filter structure

7. Consider a signal given by x(n)=(0.5)"u(n). Decimate the signal by a factor 4 and plot
the output in time domain and frequency domain?

1. Interpolate the signal by a factor of 4 and plot the output in time domain and
frequency domain?

2. Compare the spectra and obtain the inference?

Model Question Paper
A P J Abdul Kalam Technological University

Fifth Semester B Tech Degree Examination
Branch: Electronics and Communication Engg.

Course: ECT 303 DIGITAL SIGNAL PROCESSING

Time: 3 Hrs Max. Marks: 100
PART A
Answer All Questions. Each question carry 3 marks

1 .Derive the relationship of DFT to Z-transform? (3)K3
2.Find the circular convolution of two sequences x;(n)={1, 2,-2,1,3},x,(n)={2,-1,3,1,1} (3)K3

3 Mllustrate the basic butterfly computation used in decimation in time radix-2 FFT algorithm?(3)K1

4 Bring out the computational advantage of performing an N-point DFT using radix-2 FFT
compared to direct method?

5. Determine the frequency response of a linear phase FIR filter given by the difference

equation y(n)=0.15x(n)+0.25x(n-1)+x(n-3). Also find the phase delay 3) K3

6 .An all pole analog filter is given by the transfer function H(s)=1 /(s*+5s+6). Find out the

transfer function H(z) of the equivalent digital filter using impulse invariance method. Use (3)K3
T=1s

7.0btain the cascade form realization of the third order IIR filter transfer function given by
__0.447°+0.3622+0.02
12°+0.827+.0.5/(z-0.4) (3) K3

8. Prove that a factor of L upsampler is a linear-time varying system. (3) K3

9. Differentiate between Harvard architecture and Von-Nuemann Architecture used in
processors? (3) K1
10. Express the fraction 7/8 and -7/8 in sign-magnitude, two’s compliment and one’s
compliment format? 3)K3



Part B
Answer any one Question from each module. Each question carries 14 Marks

11. a) How will you perform linear convolution using circular convolution? Find the linear
convolution of the given sequences x(n) = {2, 9,7, 4} and h(n) = {1, 3, 1, 2} using
circular convolution? (8) K3

b) Explain the following properties of DFT a) Linearity b) Complex conjugate property c)
Circular Convolution d) Time Reversal (6) K2
OR

12.a.) The first eight points of 14-point DFT of a real valued sequence are
{12, -14j3, 3+j4, 1-j5, -2+j2, 6+j3, -2-j3, 10}
i) Determine the remaining points
ii) Evaluate x[0] without computing the IDFT of X(k)?

iii) Evaluate IDFT to obtain the real sequence ? (8)K3

b) Explain with appropriate diagrams, the overlap-add method for filtering of long data
sequences using DFT? (6) K2

13.a) Compute the 8 point DFT of x(n) = {2,1,-1,3,5,2,4,1} using radix-2 decimation in time
FFT algorithm. (9) K3
b)Bring out how a 2N point DFT of a 2N point sequence can be found using the
computation of a single N point DFT. (5) K3
OR

14 a.) Find the 8 point DFT of a real sequence x(n)={1,2,2,2,1,0,0,0,0} using radix-2
decimation in frequency algorithm (9)K3

b) Bring out how N-point DFT of two real valued sequences can be found by computing
a single N-point DFT. (5) K3
15.a. Design a linear phase FIR low pass filter having length M = 15 and cut-off frequency .
= 1/6. Use Hamming window. (10) K3

b.Prove that if z, is a zero of an FIR filter, then 1/z; is also a zero? (4) K2

OR

16. a. Design a digital Butterworth low pass filter with w,= 1/6, w,= /4, minimum pass band
gain = -2 dB and minimum stop band attenuation = 8 dB. Use bilinear transformation.(Take T
= 1s) (10) K3

b. What is warping effect in bilinear transformation and how it can be eliminated? (4) K2



17.a) Derive and draw the direct form-I, direct form-II and cascade form realization of the

given filter, whose difference equation is given as K3
yln)j=0.1y(n-1]+0.2 y(n—-2)+3x(n|+3.6 x(n—1)+0.6 x(n - 2| ©)

b) Differentiate between anti-aliasing and anti-imaging

filters. (5) K2

OR
18.a) Obtain the expression of output y(n) as a function of x(n) for the multi-rate structure

given below? (9) K3
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b) Draw the transposed direct form II Structure of the system given by the difference
equation y(n)=05.y(n-1)-0.25y(n-2)+x(n)+x(n-1) . (5)K2

19.a.With the help of a functional block diagram, explain the architecture of TMS320C67xx

DSP processor? (10) K2

b.What are the prominent features of TMS320C67xx compared to its predecessors ?
(4) K2

OR
20.a)Explain how to minimize the effect of finite word length in IIR digital filters? (7) K2

b)Explain the roundoff error models used in FFT algorithms? (7) K2
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Preamble: This course aims to develop analog and digital communication systems.

Prerequisite: ECT 204 Signals and Systems, MAT 204 Probability, Random Process and

Numerical Methods

Course Outcomes: After the completion of the course the student will be able to

CO1

Explain the existent analog communication systems.

CO2

Apply the concepts of random processes to LTI systems.

CO3

Apply waveform coding techniques in digital transmission.

CO4

Apply GS procedure to develop digital receivers.

COs

Apply equalizer design to counteract ISI.

COe6

Apply digital modulation techniques in signal transmission.

Mapping of course outcomes with program outcomes

PO1 | PO2| PO3

PO4 | POS | PO6 | PO7
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Assessment Pattern

Bloom’s Category

Continuous Assessment

End Semester Examination

Tests
1 2
Remember 10 10 20
Understand 30 30 60
Apply 10 10 20
Analyse
Evaluate

Create

CREDIT




Mark distribution

Total CIE ESE ESE
Marks Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): The existent analog communication system
1. What are the needs for analog modulation
2. Give the mathematical model of FM signal and explain its spectrum.

Course Outcome 2 (CO2): Application of random processes

1. Compute the entropy of a Gaussian random variable.

2. A six faced die is thrown by a player. He gets Rs. 100 if face 6 turns up, loses Rs. 20

if face 3 or 4 turn up, gets Rs. 50 if face 5 turns up and loses Rs 10 if face 1 or 2 turn up. Draw the
pdf and CDF for the random variable. Check if it is profitable based on statistical expectation.

Course Outcome 3 (CO3): Waveform coding

1. Compute the A and mu law quantized values of a signal that is normalized to 0.8 with A=32 and
mu=255.

2. Design a 3-tap linear predictor for speech signals with the autocorrelation vector
[0.95,0.85,0.7,0.6] , based on Wiener-Hopf equation. Compute the minimum mean square error.

Course Outcome 4 (CO4): G-S Procedure and effects in the channel
1. Apply G-S procedure on the following signals and plot their signal space.

x{1) X(t

T |

|
e
=Sy
o
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2. Derive the Nyquist criterion for zero ISI.

Course Outcome 5 (COS5): Digital modulation
1. Give the mathematical model of a BPSK signal and plot its signal constellation.
2. Draw the BER-SNR plot for the BPSK system

SYLLABUS

Module 1 Analog Communication

Block diagram of a communication system. Need for analog modulation. Amplitude modulation.
Equation and spectrum of AM signal. DSB-SC and SSB systems. Block diagram of SSB transmitter
and receiver. Frequency and phase modulation. Narrow and wide band FM and their spectra. FM
transmitter and receiver.

Module 2 Review of Random Variables and Random Processes

Review of random variables — both discrete and continuous. CDF and PDF, statistical averages.
(Only definitions, computations and significance) Entropy, differential entropy. Differential entropy
of a Gaussian RV. Conditional entropy, mutual information.

Stochastic processes, Stationarity. Conditions for WSS and SSS. Autocorrelation and power
spectral density. LTI systems with WSS as input.

Module 3 Source Coding

Source coding theorems I and II (Statements only). Waveform coding. Sampling and Quantization.
Pulse code modulation, Transmitter and receiver. Companding. Practical 15 level A and mu-law
companders. DPCM transmitter and receiver. Design of linear predictor. Wiener-Hopf equation.
Delta modulation. Slope overload.

Module 4 G-S Procedure and Effects in the Channel

Gram-Schmitt procedure. Signal space.

Baseband transmission through AWGN channel. Mathematical model of ISI. Nyquit criterion for
zero ISI. Signal modeling for ISI, Raised cosine and Square-root raised cosine spectrum, Partial
response signalling and duobinary coding. Equalization. Design of zero forcing equalizer.

Vector model of AWGN channel. Matched filter and correlation receivers. MAP receiver,
Maximum likelihood receiver and probability of error.

Capacity of an AWGN channel (Expression only) -- significance in the design of communication
schemes.

Module 5 Digital Modulation Schemes
Digital modulation schemes. Baseband BPSK system and the signal constellation. BPSK



transmitter and receiver. Base band QPSK system and Signal constellations. Plots of BER Vs SNR
with analysis. QPSK transmitter and receiver. Quadrature amplitude modulation and signal
constellation.

Text Books
1. “Communication Systems”, Simon Haykin, Wiley.

2. “Digital Communications: Fundamentals and Applications”, Sklar, Pearson.
3. “Digital Telephony”, John C. Bellamy, Wiley

References
1. “Principles of Digital Communication,” R. Gallager, Oxford University Press
2. “Digital Communication”, John G Proakis, Wiley.

Course Contents and Lecture Schedule

No Topic No. of
Lectures

1 Analog Communication

1.1 |Block diagram of communication system, analog and digital systems , need 2
for modulation

12 Amplitude modulation, model and spectrum and index of modulation )

1.3 [DSB-SC and SSB modulation. SSB transmitter and receiver 2

1.4 |Frequency and phase modulation. Model of FM, spectrum of FM signal 2

2 Review of Random Variables

2.1 |Review of random variables, CDF and PDF, examples 2

2.2 [Entropy of RV, Differential entropy of Gaussian RV, Expectation, 4
conditional expectation, mutual information
Stochastic processes, Stationarity, WSS and SSS. Autocorrelation and

2.3 power spectral density. Response of LTI systems to WSS 3

3 Source Coding

3.1 [Source coding theorems I and I1 1

30 PCM, Transmitter and receiver, companding Practical A and mu law 4

" lcompanders
3.3 |DPCM, Linear predictor, Wiener Hopf equation 3
3.4 |Delta modulator 1




GS Procedure and Channel Effects

4.1 |G-S procedure

4.2 [ISI, Nyquist criterion, RS and SRC, PR signalling and duobinary coding

4.3 |[Equalization, design of zero forcing equalizer

4.4 [Vector model of AWGN channel, Correlation receiver, matched filter

4.5 |MAP receiver, ML receiver, probability of error

4 6 Channel capacity, capacity of Gaussian channel, Its significance in design

) of digital communication schemes

5 Digital Modulation

5.1 |Need of digital modulation in modern communication.
Baseband QPSK system, signal constellation. Effect of AWGN,

5.2 probability of error (with derivation). BER-SNR curve, QPSK transmitter
and receiver.

5.3  |QAM system




Model Question Paper

A P J Abdul Kalam Technological University
Fifth Semester B Tech Degree Examination Branch:

Electronics and Communication

COURSE: ECT 305 ANALOG AND DIGITAL COMMUNICATION

Time: 3 Hrs
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PART A

Answer All Questions
Explain the need for modulation
Plot the spectrum of an FM signal
In a game a six faced die is thrown. If 1 or 2 comes the player
gets Rs 30, if 3 or 4 the player gets Rs 10, if 5 comes he loses
Rs. 30 and in the event of 6 he loses Rs. 100. Plot the CDF and
PDF of gain or loss
Give the conditions for WSS

Compute the step size for a delta modulator without slope over-
load if the input is Acos 27120¢

State source coding theorems I and II
Give the Nyquist criterion for zero ISI.
Give the mathematical model of ISI

Plot BER against SNR for a BPSK system

Draw the signal constellation of a QPSK system with and with-
out AWGN.

Max. Marks: 100

(3)K?2
(3)K?2
(3)K3

(3)K?2

(3)K3

(3)KI
(3)KI
(3)K2
(3)K2
(3)K3



11(A)
11(B)

12(A)
12(B)

13(A)
13(B)

14(A)

14(B)

15(A)

15(B)

PART B
Answer one question from each module. Each question carries 14 mark.

Module I
Give the model of AM signal and plot its spectrum (10)K2
If a sinusoidal is amplitude modulated by the carrier DK3

5 c0s27300z to a depth of 30 %, compute the power in the
resultant AM signal.

OR

Explain how SSB is transmitted and received. (10)K2
Compute the bandwidth of the narrow band FM signal with  (4) K3
modulating signal frequency of 1kHz and index of

modulation 0.3

Module IT
Compute the entropy of Gaussian random variable. (10)K3
Give the relation between autocorrelation and power K2
spectral density of a WSS.

OR

Test whether the random process X(7) =Acos 27xfi+6 is (10)K3
WSS if 8 is uniformly distributed in the interval [—7, 7]
Explain mutual information. Give its relation with self in- DK2
formation.

Module I11

A WSS process with autocorrelation RX(t) =e—oa|t |is (10)K3
ap-plied to an LTI system with impulse response h(t)

= e—Bt with |o| > 0 and |B| > 0. Find the output power

spectral density

Give the conditions for stationarity in the strict sense. 4K2



OR
16(A) Find an orthonormal basis set fot the set of signals (MHK3

s1(2) =Asin(2zf ot); 0<t<T
and
$2(t) =Acos(2af ot); 0<t<T

where fo = Tﬂ where m is an integer.

16(B) Plot the above signal constellation and draw the decision (MHK3
region on it. Compute the probability of error.

Module IV

17(A) Compute the probability of error for maximum likely hood (8)K3
detection of binary transmission.

17(B) Explain the term matched filter. Plot the BER-SNR curve for (6)K2
a matched filter receiver

OR

18(A) Design a zero forcing equalizer for the channel that is characterized (8)K3

by the filter taps {1,0.7,0.3}
18(B) Explain partial rsponse signaling (6)K2

Module V
19 For a shift keying system defined by s(f) =A. ksin(2af.f) =+ (14)K3

Ackcos(2nf.t) plot the signal constellation. Compute the
probability of error.

OR

20(A) Derive the probability of error for a QPSK system with Gray (10)K3
coding.

20(B)  Draw the BER-SNR plot for a QPSK system (DK3



ECT 305 Analog and Digital Communication Simulation Assignments

The following simulation assignments can be done with Python/MATLAB/
SCILAB/LabVIEW The following simulations can be done in MATLAB, Python,R
or LabVIEW.

1 A-Law and u-Law Characteristics
= Create a vector with say 1000 points that spans from —1 to 1.

« Apply A-Law companding on this vector get another vector. Plot it against
the first vector for different A values and appreciate the transfer
characteristics.

= Repeat the above steps for u-law as well.

2 Practical A-Law compander

e Implement the 8-bit practical A-law coder and decoder in Appendix B 2
(pp 583-585) in Digital Telephony by Bellamy

« Test it with random numbers and speech signals. Observe the 15 levels of
quantization.

3 Practical u-Law compander

e Implement the 8-bit practical u-law coder and decoder in Appendix B 1
(pp 579-581) in Digital Telephony by Bellamy

» Test it with random numbers and speech signals. Observe the 15 levels of
quantization.

4 BPSK Transmitter and Receiver

e Cretae a random binary sequence of 5000 bit. Convert it into a bipolar
NRZ code.

e Create a BPSK mapper that maps bit 0 to zero phase and bit 1 to z
phase.

« Plot the real part of the mapped signal against the imaginary part to
observe the signal constellation

« Add AWGN of difference variances to the base band BPSK signal and
observe the changes in constellation.

e Realize the BPSK transmitter and receiver in Fig. 6.4 in pager 352 in



Communication Systems by Simon Haykin .

« Add AWGN of different variances and compute the bit error rate (BER)
for different SNR values.

e Plot the BER Vs. SNR.

= Plot the theoretical BER-SNR curve, using Eq. 6.19 in pager 351 in
Communication Systems by Simon Haykin .

5 QPSK Transmitter and Receiver

« Create a random binary sequence of 5000 bit. Convert it into a bipolar
NRZ code.

e Create a QPSK mapper that maps bit patterns 00, 10, 11 and 01 to
suitable phase values that are odd multiples of ™

« Plot the real part of the mapped signal against the imaginary part to
observe the signal constellation

- Add AWGN of difference variances to the base band QPSK signal and
observe the changes in constellation.

« Realize the QPSK transmitter and receiver in Fig. 6.8 in page 359 in
Communication Systems by Simon Haykin .

< Add AWGN of different variances and compute the bit error rate (BER)
for different SNR values.

e Plot the BER Vs. SNR.

« Plot the theoretical BER-SNR curve, using Eq. 6.33 in page 358 in
Communication Systems by Simon Haykin .

6 Matched Filter Receiver

The task is to develop a matched filter receiver, with zero ISI, as shown in
the figure below.

* Generate 5000 random bits and up sample the stream by 4.

e Forzero ISI, the impulse reponse of the transmitter and receiver filters
are the RRC pulse with o = 0.2.

4o cos(l4+a)2t + Lsin(l —a)Zt
o @
L (2




= Plot p(¥) and its approximate spectrum and apprecciate.

wln]
Random vin
binary |—{ {4 |— p[n]
stream
: Sample @) g[n]
Recgiye. Decisionsymbor rar
stream

e Add AWGN (w[n]) of different variances and compute the BER-SNR
curve for the bit patterns received.
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Preamble: This course aims to develop the skills for mathematical modelling of various
control systems and stability analysis using time domain and frequency domain approaches.

Prerequisite: EC202 Signals & Systems

Course Outcomes: After the completion of the course the student will be able to

CO1

Analyse electromechanical systems by mathematical modelling and derive their
transfer functions

CO2 .
signals

Determine Transient and Steady State behaviour of systems using standard test

COo3 Determine absolute stability and relative stability of a system

Apply frequency domain techniques to assess the system performance and to
CO4 | design a control system with suitable compensation techniques

CO5 Analyse system Controllability and Observability using state space representation

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 | POS | PO9 | PO | PO | PO

10 11 12

CcOo 3 3 2 1 2
1

CcO 3 3 2 1 2
2

CcO 3 3 3 1 2
3

CcO 3 3 3 1 2
4

CcO 3 3 3 1 2
5

Assessment Pattern

Bloom’s Category

Continuous Assessment

End Semester Examination

Tests
1 2
Remember K1 10 10 10
Understand K2 20 20 20
Apply K3 20 20 70
Analyse K4
Evaluate

Create




Mark distribution

Total CIE ESE ESE
Marks Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers)  : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Analyse electromechanical systems by mathematical
modelling and derive their transfer functions

1. For the given electrical/ mechanical systems determine transfer function.

2. Using block diagram reduction techniques find the transfer function of the given
system.

3. Find the overall gain for the given signal flow graph using Mason’s gain equation.

Course Outcome 2 (CO2): Determine Transient and Steady State behaviour of systems
using standard test signals

1. Derive an expression for time response of a given first/ second order system to step/
ramp input.

2. Determine step, ramp and parabolic error constants for the given unity feedback
control system.

3. Obtain the steady state error of a given system when subjected to an input.

Course Outcome 3 (CO3): Determine absolute stability and relative stability of a system

1. Using Ruth Hurwitz criterion, for the given control system determine the location of
roots on S- plane and comment on the stability of the system.

2. Sketch the Root Locus for the given control system.



3. Compare P, PI and PID controllers.

Course Outcome 4 (CO4): Apply frequency domain techniques to assess the
system performance and to design a control system with suitable compensation
techniques

1. Explain frequency domain specifications.

2. Draw the Nyquist plot for the given control system and determine the range of K for
which the system is stable.

3. Plot the bode plot for the given transfer function and find the gain margin and phase
margin.

4. Describe the design procedure of a lag/ lead compensator.

Course Outcome 5 (COS): Analyse system Controllability and Observability using state
space representation

1. Obtain the state space representation of the given electrical/ mechanical system.

2. For the given control system, obtain the state equations and output equations:-

3. Plot the bode plot for the given transfer function and find the gain margin and phase
margin.

4. Determine the controllability and observability of the given system.

SYLLABUS

Module 1:

Introduction: Basic Components of a Control System, Open-Loop Control Systems and
Closed-Loop Control Systems, Examples of control system

Feedback and its effects: Types of Feedback Control Systems, Linear versus Nonlinear
Control Systems, Time-Invariant versus Time-Varying Systems.

Mathematical modelling of control systems: Electrical Systems and Mechanical systems.
Transfer Function from Block Diagrams and Signal Flow Graphs: impulse response and
its relation with transfer function of linear systems. Block diagram representation and

reduction methods, Signal flow graph and Mason’s gain formula.

Module 2:

Time Domain Analysis of Control Systems: Introduction- Standard Test signals, Time
response specifications.

Time response of first and second order systems to unit step input and ramp inputs, time
domain specifications.

Steady state error and static error coefficients.



Frequency domain analysis: Frequency domain specifications, correlation between time and
frequency responses.

Module 3:

Stability of linear control systems: Concept of BIBO stability, absolute stability, Routh
Hurwitz Criterion, Effect of P, PI & PID controllers.

Root Locus Techniques: Introduction, properties and its construction, Application to system
stability studies. Illustration of the effect of addition of a zero and a pole.

Module 4:
Nyquist stability criterion: Fundamentals and analysis

Relative stability: gain margin and phase margin. Stability analysis with Bode plot.

Design of Compensators: Need of compensators, design of lag and lead compensators using
Bode plots.

Module 5:

State Variable Analysis of Linear Dynamic Systems: State variables, state equations, state
variable representation of electrical and mechanical systems, dynamic equations, merits for
higher order differential equations and solution.

Transfer function from State Variable Representation, Solutions of the state equations, state
transition matrix

Concept of controllability and observability and techniques to test them - Kalman’s Test.

Text Books
1. Farid Golnaraghi, Benjamin C. Kuo, Automatic Control Systems, 9/e, Wiley India.
2. 1.J. Nagarath, M.Gopal: Control Systems Engineering (5th-Edition) —New Age
International Pub. Co., 2007.
3. Ogata K., Discrete-time Control Systems, 2/e, Pearson Education.

Reference Books

1. LJ. Nagarath, M.Gopal: Scilab Text Companion for Control Systems Engineering
(3rd-Edition) —New Age International Pub. Co., 2007.

2. Norman S. Nise, Control System Engineering, 5/e, Wiley India.

3. M. Gopal, Digital Control and State Variable Method, 4/e, McGraw Hill Education
India, 2012.

4. Ogata K., Modern Control Engineering, Prentice Hall of India, 4/e, Pearson

Education,2002.



5. Richard C Dorf and Robert H. Bishop, Modern Control Systems, 9/e, Pearson
Education,2001.

Course Contents and Lecture Schedule

No. Topic No. of Lectures
1 Introduction
1.1 | Basic Components of a Control System, Open-Loop 1

Control Systems and Closed-Loop Control Systems,
Examples of control system

1.2 | Feedback and its effects: Types of Feedback Control 2
Systems, Linear versus Nonlinear Control Systems, Time-
Invariant versus Time-Varying Systems

1.3 | Mathematical modelling of control systems: Electrical 3

Systems and Mechanical systems

Transfer Function from Block Diagrams and Signal

Flow Graphs

1.4 | Impulse response and its relation with transfer function of 2
linear systems. Block diagram representation and reduction
methods
Signal flow graph and Mason’s gain formula 2

2 Time Domain Analysis of Control Systems

2.1 | Introduction- Standard Test signals, Time response 2
specifications

2.2 | Time response of first and second order systems to unit 3
step input and ramp inputs, time domain specifications

2.3 | Steady state error and static error coefficients 2

24 | Frequency domain analysis: Frequency domain %)
specifications, correlation between time and frequency
responses.

3 Stability of linear control systems

3.1 | Stability of linear control systems: concept of BIBO 3
stability, absolute stability, Routh‘s Hurwitz Criterion

3.2 | Effect of P, PI & PID controllers 3
Root Locus Techniques

3.3 | Introduction, properties and its construction, Application 3

to system stability studies. Illustration of the effect of
addition of a zero and a pole

4 Nyquist stability criterion
4.1 | Fundamentals and analysis 2

4.2 | Relative stability: gain margin and phase margin. 3
Stability analysis with Bode plot

4.3 | Design of Compensators: Need of compensators, design 4
of lag and lead compensators using Bode plots




State Variable Analysis of Linear Dynamic Systems

5.1 | State variables, state equations 3

5.2 | State variable representation of electrical and mechanical 2
systems

5.3 | Dynamic equations, merits for higher order differential 2
equations and solution

5.4 | Transfer function from State Variable Representation, 2
Solutions of the state equations, state transition matrix

5.5 | Concept of controllability and observability and techniques 4

to test them - Kalman’s Test

Simulation Assignments

The following simulations can be done in Python/ Scilab/ Matlab/ LabView:

1.

2.

8.

9.

Plot the pole-zero configuration in s-plane for the given transfer function.

Determine the transfer function for given closed loop system in block diagram
representation.

Plot unit step response of given transfer function and find delay time, rise time, peak
time and peak overshoot.

Determine the time response of the given system subjected to any arbitrary input.

Plot root locus of given transfer function, locate closed loop poles for different values
of k.

Plot bode plot of given transfer function and determine the relative stability by
measuring gain and phase margins.

Determine the steady state errors of a given transfer function.
Plot Nyquist plot for given transfer function and determine the relative stability.

Create the state space model of a linear continuous system.

10. Determine the state space representation of the given transfer function.



Model Question paper

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY

FIFTH SEMESTER B. TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT307

Course Name: CONTROL SYSTEMS

Max. Marks: 100

Answer ALL Questions. Each Carries 3 mark.

x1=ax0+bx1+ch, X2=dX1+€X3

R(s) i ;

r

I

PART A

G,

L H,

F 3

=10 (S+2)/ (s+1) §*

0 1
X=[0 O

H

0

F 3

Compare PI, PD and PID controllers.

0

1 X+10

0 -2 -3

Check whether the system is completely controllable.

1

State and explain Nyquist Stability criteria.

A dynamic system is represented by the state equation:

r

0]

Derive the expression for peak time of a second order system

Briefly describe the design procedure of a lead compensator.

Duration: 3 Hours

Draw the signal flow graph for the following set of algebraic equations:

Using block diagram reduction techniques find C(s) / R(s) for the given system:

Determine the parabolic error constant for the unity feedback control system G(s)

Using Routh Hurvitz criterion, determine the number of roots in the right half of S-
plane for the system S*+2S°+10S*+20S+5=0.

K2

K2

K2

K3

K3

K1

K1

K1

K3
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11a.

11b.

12a.

12b.

Obtain the state space representation of the given electrical system: K3

)

PART - B

Answer one question from each module; each question carries 14 marks.

Module - 1

Find the overall gain C(s)/ R(s) for the signal flow graph shown using Mason’s 7

gain equation

Determine the transfer function X;(s)/ F(s) for the system shown below:

1)

Ly

K1 smemy

WA

M,

x5

12

COl
K3

> x, COol

R

M; | LSI K3

Bl

SR —
////////T///////////////////W/////7///////////#/////

B,

OR

Find the transfer function X;(s)/ F(s). Also draw the force voltage analogy of the 8

given system:

COl
K3




13a.

13b.

14a.

14b.

15a.

15b.

Determine the overall transfer function of the block diagram shown in below

figure:

h 4

Gs

R(s) Sy S,

:@: :@\i}—» Gy

Hi

Ga

C(s)

The open loop transfer function of a servo system with unity feedback is G(s) =
10/s(0.1s+1). Evaluate the static error constants of the system. Obtain the steady
state error of the system when subjected to an input given by r(t)y= ag+a;t+a,t*/2

A unity feedback control system is characterized by an open loop transfer function
G(s) = K/ s(s+10). Determine the gain K so that the system will have a damping
ratio of 0.5 for this value of K. Determine the settling time, peak overshoot, rise

Module - 11

time and peak time for a unit step input.

Find kp, kv, ka and steady state error for a system with open loop transfer function

OR

G(s)H(s) = 15 (s+4) (s1t9)/ s(s+3) (s+6) (s+8)

Derive the expression for time response of a second order under damped system to

step input.

Sketch the root locus for G(s)H(s) = K/ s(s+6) (s*+4s+13)

The characteristic equation of a system is s"+95%+24s°+245 2457 +245*+235+15.
Determine the location of roots on S- plane and hence comment on the stability of

Module - ITT

the system using Ruth Hurwitz criterion.

OR

6
CO1
K3

7
CO2
K2

7
CO2
K2

CO2
K2

CO2
K2

CO3
K3

CO3



16a.  Prove that the breakaway points of the root locus are the solutions of dK/ds = 0. 7

16b where K is the open loop gain of the system whose open loop transfer function is CO3

G(s). K2
For a system with, F(s) = s4 + 22s3 + 10 s2 + s + K = 0. obtain the marginal value 7
17a.  of K, and the frequency of oscillations of that value of K. CO3
K3
Module - IV
17b Plot the bode diagram for the transfer function G(S) = 10/ S(1+0.4S) (1+0.1S) and 7
" find the gain margin and phase margin. CO4
K3
7
The open loop transfer function of a feedback system is given by G(s) =K /s CO4
(T1s+1) (T2s+1) Draw the Nyquist plot. Derive an expression for gain K in terms K3
of T1, T2 and specific gain margin Gm.
OR
18a. A servomechanism has an open loop transfer function of G(s) = 10 / s (1+0.5s) 8
(14+0.1s) Draw the Bode plot and determine the phase and gain margin. A network CO4
having the transfer function (1+0.23s)/(1+0.023s) is now introduced in tandem. K3
Determine the new gain and phase margins. Comment upon the improvement in
system response caused by the network.
Draw the Nyquist plot for the system whose open loop transfer function is 6
18b. G(s)H(s) = K/ S(S+2) (S+10). Determine the range of K for which the closed loop  CO4
system is stable. K3
Module - V
19a.  Obtain the state model for the given transfer function Y(s)/ U(s) = 1/ (S*+S+1). 7
COs
K3
19b. What is transfer matrix of a control system? Derive the equation for transfer 7
matrix. CO5
K2
OR
20a. A system is described by the transfer function Y(s)/ U(s) = 10 (s+4)/ s (s+2) (s+3). 7
Find state and output equations of the system. COs
K3
20b.  Determine the state transition matrix of _ 7
M2 Cos

K3



ECL331

ANALOG INTEGRATED CIRCUITS
AND SIMULATION LAB

CATEGORY

CREDIT

PCC

2

Preamble: This course aims to (i) familiarize students with the Analog Integrated Circuits and
Design and implementation of application circuits using basic Analog Integrated Circuits (i1)
familiarize students with simulation of basic Analog Integrated Circuits.

Prerequisite: ECL202 Analog Circuits and Simulation Lab

Course Outcomes: After the completion of the course the student will be able to

COo1 Use data sheets of basic Analog Integrated Circuits and design and implement
application circuits using Analog ICs.

CO2 Design and simulate the application circuits with Analog Integrated Circuits using
simulation tools.

CO 3 | Function effectively as an individual and in a team to accomplish the given task.

Mapping of course outcomes with program outcomes

PO1 PO 2| PO3 | PO4 PO5 | PO6| PO7 PO8 | PO9 | PO | PO | PO
10 11 12
Cco1 3 3 2 2
CcC0O2 3 3 2 3 2 2
Cco3 2 2 2 3 2 3
Assessment
Mark distribution
Total CIE ESE ESE Duration
Marks
150 75 75 3 hours
Continuous Evaluation Pattern
Attendance 15 marks
Continuous Assessment . 30 marks
Internal Test (Immediately before the second series test) : 30 marks




End Semester Examination Pattern: The following guidelines should be followed regarding
awardof marks

(a) Preliminary work : 15 Marks

(b) Implementing the work/Conducting the experiment : 10 Marks

(c) Performance, result and inference (usage of equipments and trouble shooting): 25 Marks
(d) Viva voce : 20 marks

(e) Record : 5 Marks

General instructions: End-semester practical examination is to be conducted immediately
after the second series test covering entire syllabus given below. Evaluation is to be conducted
under the equal responsibility of both the internal and external examiners. The number of
candidates evaluated per day should not exceed 20. Students shall be allowed for the
examination only on submitting the duly certified record. The external examiner shall endorse
the record.

Course Level Assessment Questions (Examples only)

Course Outcome 1 (CO1): Use data sheets of basic Analog Integrated Circuits and design and
implement application circuits using Analog ICs.

1. Measure important opamp parameters of pA 741 and compare them with the data provided
in the data sheet

2. Design and implement a variable timer circuit using opamp
3. Design and implement a filter circuit to eliminate 50 Hz power line noise.

Course Outcome 2 and 3 (CO2 and CO3): Design and simulate the application circuits with
Analog Integrated Circuits using simulation tools.

1. Design a precission rectifier circuit using opamps and simulste it using SPICE
2. Design and simulate a counter ramp ADC
List of Experiments
I. Fundamentals of operational amplifiers and basic circuits [Minimum seven experiments
are to be done]

1. Familiarization of Operational amplifiers - Inverting and Non inverting amplifiers,
frequency response, Adder, Integrator, Comparators.

Measurement of Op-Amp parameters.

Difference Amplifier and Instrumentation amplifier.
Schmitt trigger circuit using Op—Amps.

Astable and Monostable multivibrator using Op-Amps.

Waveform generators using Op-Amps - Triangular and saw tooth

N kR

Wien bridge oscillator using Op-Amp - without & with amplitude stabilization.



8. RC Phase shift Oscillator.
9. Active second order filters using Op-Amp (LPF, HPF, BPF and BSF).
10. Notch filters to eliminate the 50Hz power line frequency.

11. Precision rectifiers using Op-Amp.

II. Application circuits of 555 Timer/565 PLL/ Regulator(IC 723) ICs [ Minimum three
experiments are to be done]

1. Astable and Monostable multivibrator using Timer IC NE555

2. DC power supply using IC 723: Low voltage and high voltage configurations,
Short circuit and Fold-back protection.

3. A/D converters- counter ramp and flash type.

4. D/A Converters - R-2R ladder circuit

5. Study of PLL IC: free running frequency lock range capture range

I11. Simulation experiments [The experiments shall be conducted using SPICE]

1. Simulation of any three circuits from Experiments 3, 5, 6, 7, 8,9, 10 and 11 of
section |

2. Simulation of Experiments 3 or 4 from section II
Textbooks

1. D. Roy Choudhary, Shail B Jain, “Linear Integrated Circuits,”
2. M. H. Rashid, “Introduction to Pspice Using Orcad for Circuits and Electronics”, Prentice Hall



ECL333

DIGITAL SIGNAL PROCESSING
LABORATORY

CATEGORY

CREDIT

PCC

Preamble:

The following experiments are designed to make the student do real time DSP
computing.

Dedicated DSP hardware (such as TI or Analog Devices development/evaluation
boards) will be used for realization.

Prerequisites:

= ECT 303 Digital Signal Processing

= EST 102 Programming in C

Course Outcomes: The student will be able to

CO1

Simulate digital signals.

CO2

verify the properties of DFT computationally

CO3

Familiarize the DSP hardware and interface with computer.

CO4

Implement LTI systems with linear convolution.

COS

Implement FFT and IFFT and use it on real time signals.

COo6

Implement FIR low pass filter.

CO7

Implement real time LTI systems with block convolution and FFT.

Mapping of Course Outcomes with Program Outcomes

PO | PO | PO | PO | PO | PO | PO
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Assessment Pattern

Mark Distribution:
Total Mark CIE ESE
150 50 100

Continuous Internal Evaluation Pattern:
Each experiment will be evaluated out of 50 credits continuously as

Attribute Mark
Attendance 15
Continuous assessment 30

Internal Test (Immediately before | 30
the second series test)

End Semester Examination Pattern: The following guidelines should be followed
regarding award of marks

Attribute Mark
Preliminary work 15
Implementing the work/ 10

Conducting the experiment
Performance, result and inference 25
(usage of equipments and trouble

shooting)
Viva voce 20
Record 5

Course Level Assessment Questions

CO1-Simulation of Signals

1. Write a Python/MATLAB/SCILAB function to generate a rectangular
pulse.

2. Write a Python/MATLAB/SCILAB function to generate a triangular
pulse.

CO2-Verfication of the Properties of DFT

1. Write a Python/MATLAB/SCILAB function to compute the N -point DFT



matrix and plot its real and imaginary parts.

2. Write a Python/MATLAB/SCILAB function to verify Parseval’s theorem
for N=1024.

CO3-Familarization of DSP Hardware

1. Write a C function to control the output LEDs with input switches.
2. Write a C function to connect the analog input port to the output port and test with

a microphone.

CO4-LTI System with Linear Convolution

1. Write a function to compute the linear convolution and download to the hardware
target and test with some signals.

COS-FFT Computation

1. Write and download a function to compute N point FFT to the DSP hardware
target and test it on real time signal.

2. Write a C function to compute IFFT with FFT function and test in on DSP
hardware.

COG6-Implementation of FIR Filter

1. Design and implement an FIR low pass filter for a cut off frequency of 0.1z and
test it with an AF signal generator.

CO7-LTI Systems by Block Convolution

1. Implement an overlap add block convolution for speech signals on DSP
target.



List of Experiments
(All experiments are mandatory.)

Experiment 1. Simulation of Signals Simulate the following signals using Python/
Scilab/MATLAB.
1. Unit impulse signal

. Unit pulse signal
. Unit ramp signal

. Bipolar pulse

voh W

Triangular signal

Experiment 2. Verification of the Properties of DFT

= Generate and appreciate a DFT matrix.

1. Write a function that returns the N point DFT matrix Vy for a given
N.

2. Plot its real and imaginary parts of Vy as images using matshow or
imshow commands (in Python) for N=16, N= 64 and N = 1024

3. Compute the DFTs of 16 point, 64 point and 1024 point random
sequences using the above matrices.

4. Observe the time of computations for N = 2" for 2 y 1&(Y & may use
the time module in Python).

5. Use some iterations to plot the times of computation against y. Plot
and understand this curve. Plot the times of computation for the ff
function over this curve and appreciate the computational saving
with FFT.

e Circular Convolution.

1. Write a python function circcon.py that returns the circular con-
voluton of an N; point sequence and an N, point sequence given at
the input. The easiest way is to convert a linear convolution into
circular convolution with N = max(N;, N,).

= Parseval’s Theorem
For the complex random sequences x;[#] and x;[#],

N-1 N—-1

S alnlasln] = 5 > XKX[H]

n=0 k=0



1. Generate two random complex sequences of say 5000 values.

2. Prove the theorem for these signals.

Experiment 3. Familarization of DSP Hardware

1.

5.

Familiarization of the code composer studio (in the case of T1 hard- ware)
or Visual DSP (in the case of Analog Devices hardware) or any equivalent
cross compiler for DSP programming.

. Familiarization of the analog and digital input and output ports of the DSP

board.

. Generation and cross compilation and execution of the C code to con- nect

the input digital switches to the output LEDs.

. Generation and cross compilation and execution of the C code to con- nect

the input analog port to the output. Connect a microphone, speak into it
and observe the output electrical signal on a DSO and store it.

Document the work.

Experiment 4. Linear convolution

1.

2.

3.

4.

Write a C function for the linear convolution of two arrays.

The arrays may be kept in different files and downloaded to the DSP
hardware.

Store the result as a file and observe the output.

Document the work.

Experiment 5. FFT of signals

1.

2.

Write a C function for N - point FFT.

Connect a precision signal generator and apply 1 mV', 1 kHz sinusoid at
the analog port.

. Apply the FFT on the input signal with appropriate window size and

observe the result.

. Connect microphone to the analog port and read in real time speech.

. Observe and store the FFT values.

. Document the work.



Experiment 6. IFFT with FFT

1. Use the FFT function in the previous experiment to compute the IFFT of
the input signal.

2. Apply IFFT on the stored FFT values from the previous experiments and
observe the reconstruction.

3. Document the work.

Experiment 7. FIR low pass filter

I Use Python/scilab to implement the FIR filter response  A[n]=  *"“cn)

for a filter size N =50, w.= 0.1z and w. = 0.37 . .
2. Realize the hamming(wy [r]) and kaiser (wg[n]) windows.

3. Compute A[n]w[n] in both cases and store as file.
4. Observe the low pass response in the simulator.

5. Download the filter on to the DSP target board and test with 1 mV’
sinusoid from a signal generator connected to the analog port.

6. Test the operation of the filters with speech signals.

7. Document the work.

Experiment 8. Overlap Save Block Convolution
1. Use the file of filter coefficients From the previos experiment.

2. Realize the system shown below for the input speech signal x[#].

x[n|

FFT —1

IFFT =

|
Aol oI per

3. Segment the signal values into blocks of length N =2000. Pad the last



block with zeros, if necessary.
4. Implement the overlap save block convolution method

5. Document the work.

Experiment 9. Overlap Add Block Convolution

1. Use the file of filter coefficients from the previous experiment.

2. Realize the system shown in the previous experiment for the input speech
signal x[n].

3. Segment the signal values into blocks of length N =2000. Pad the last
block with zeros, if necessary.

4. Implement the overlap add block convolution method

5. Document the work.

Schedule of Experiments: Every experiment should be completed in three hours.

Textbooks

1. Vinay K. Ingle, John G. Proakis, “Digital Signal Processing Using
MATLAB.”

2. Allen B. Downey, “Think DSP: Digital Signal Processing using Python.”

3. Rulph Chassaing, “DSP Applications Using C and the TMS320C6x DSK
(Topics in Digital Signal Processing)”
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ECT381 EMBEDDED SYSTEM DESIGN

CATEGORY | L| T P| CREDIT

PCC 3|1, 0 4

Preamble: This course aims to design an embedded electronic circuit and implement the same.

Prerequisite: ECT203 Logic Circuit Design, ECT206 Computer Architecture and
Microcontrollers

Course Outcomes: After the completion of the course the student will be able to

CO 1 | Understand and gain the basic idea about the embedded system.

K2

CO 2 | Able to gain architectural level knowledge about the system and hence to program
K3 an embedded system.

CO 3 | Apply the knowledge for solving the real life problems with the help of an

K3 embedded system.

Mapping of course outcomes with program outcomes

pO PO | PO |[PO |PO |PO (PO |PO |PO (PO |PO | PO
1 2 3 4 5 6 7 8 9 10 11 12
CO 3 3 2 1 2 2
1
CO 3 3 3 3 2 2
2
CO 3 3 3 3 2 3 2
3

Assessment Pattern

Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember K1 10 10 10
Understand K2 20 20 20
Apply K3 20 20 70
Analyse
Evaluate
Create




Mark distribution

Total CIE ESE ESE
Marks Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers)  : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain
10 questions with 2 questions from each module, having 3 marks for each question. Students
should answer all questions. Part B contains 2 questions from each module of which student
should answer any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1) : Understand the embedded system fundamentals and system
design (K1).

1. Give the challenges of embedded computing..
2. Give the structural description of embedded system.
3. What are the phases of EDLC?

Course Outcome 2 (CO2): Understand the peripheral devices and their interfacing with the
processor. (K2)

1. Compare and contrast the PCI bus and PCI-X bus.
2. How the ROM memories are classified? Explain.
3. How the peripheral devices are connected with processors?

Course Outcome 3 (CO3): To write programs using high level languages for embedded
systems. (K3)

1. Write an embedded C program for sorting 64 numbers stored in memory locations and
find the smallest and largest number.

2. How the functions are called by using pointers in embedded ‘C’ ? Discuss with the help
of examples.

3. Give the features of Object Oriented Programming.



Course Outcome 4 (CO4): To understand the ARM processor architecture and pipeline
processor organization. (K2)

1. Give the architecture of the ARM processor and explain the registres.
2. Explain the pipelined architecture of ARM processor.
3. Write an ARM assembly language program to print the sum of two numbers.

Course Outcome 5 (COS5): To write programs in assembly and high level languages for
ARM processor. (K3)

1. Write a note on Thumb single register in ARM processor.
2. Briefly discuss about the Advanced Microcontroller Bus Architecture (AMBA).
3. What are the data types supported by ARM programming high level languages.

SYLLABUS

Module 1 : Introduction to Embedded Systems( 08 Hours )

1.1 Complex Systems and Microprocessors
Embedding Computers, Characteristics of Embedded Computing Applications, Application
of Microprocessors, The Physics of Software, Challenges in Embedded Computing System,
Characteristics and quality attributes of an embedded system, Performance in Embedded
Computing

1.2 The Embedded System Design Process
Requirements, Specification , Architecture Design, Designing Hardware and Software
Components and System Integration.

1.3 Formalisms for System Design
Structural Description, Behavioral Description, An embedded system design example.

1.4 Embedded product development cycle (EDLC)
Different phases of EDLC and EDLC models

Module 2 : Embedded system interfacing and peripherals (09Hours)

2.1 Communication devices

Serial Communication Standards and Devices - UART, HDLC and SPI. Serial Bus Protocols -
12C Bus, CAN Bus and USB Bus, Parallel communication standards-ISA, PCI and PCI-X Bus.
2.2 Memory

Memory devices and systems :— ROM-Flash, EEPROM: RAM-SRAM, DRAM, Cache memory,
memory mapping and addresses, memory management unit— DMA .
2.3 I/O Device

Interrupts:-Interrupt sources, recognizing an interrupt, ISR — Device drivers for handling ISR,
Shared data problem, Interrupt latency.



Module 3 : Embedded Programming( 11 Hours)

3.1 Programming languages:- Assembly Languages, High level languages, Embedded C,
Object oriented programming, C++, JAVA.

3.2 Embedded C programming:- Keywords and Identifiers, Data Types, Storage Class,
operators, branching, looping, arrays, pointers, characters, strings, functions, function pointers,
structures, unions, pre-processors and macros, constant declaration, volatile type qualifier, delay
generation, infinite loops, bit manipulation, ISR, direct memory allocation

Module 4 : ARM Processor fundamentals (07 Hours )

41 ARM Processor architecture:-The Acorn RISC Machine- Architectural inheritance, The
ARM programmer's model, ARM development tools.

42 ARM Assembly Language Programming:-Data processing instructions, Data transfer
instructions, Control flow instructions, writing simple assembly language programs.

43 ARM Organization and Implementation:-3 stage pipeline ARM organization, 5-stage
pipeline ARM organization, ARM instruction execution, ARM implementation, The ARM
coprocessor interface

Module 5: ARM Programming (10 Hours)

5.1 Architectural Support for High Level Languages :-Abstraction in software design, Data
types, Floating-point data types, The ARM floating-point architecture, Expressions, Conditional
statements, Loops, Functions and procedures, Use of memory, Run-time environment.

5.2 The Thumb Instruction Set :-The Thumb bit in the CPSR, The Thumb programmer's
model, Thumb branch instructions, Thumb software interrupt instruction, Thumb data processing
instructions, Thumb single register data transfer instructions, Thumb multiple register data
transfer instructions, Thumb breakpoint instruction, Thumb implementation, Thumb
applications.

5.3 Architectural Support for System Development:- The ARM memory interface, The
Advanced Microcontroller Bus Architecture (AMBA).

Text Books

1. Raj kamal, Embedded Systems Architecture, Programming and Design, TMH, 2003
2. K.V. Shibu, Introduction to Embedded Systems, 2e, McGraw Hill Education India, 2016.

3. Wayne Wolf, Computers as Components: Principles of Embedded Computing System Design,
Morgan Kaufman Publishers - Elsevier 3ed, 2008
4. Steve Furber, ARM system-on-chip architecture, Addison Wesley, Second Edition, 2000



Reference Books

David E. Simon, An Embedded Software Primer, Pearson Education Asia, First Indian
Reprint 2000.
Steve Heath, Embedded Systems Design, Newnes — Elsevier 2ed, 2002

Andrew N. Sloss, Dominic Symes, Chris Wright, ARM System Developer’s Guide De-
signing and Optimizing System Software, Morgan Kaufmann Publishers 2004

Frank Vahid and Tony Givargis, Embedded Systems Design — A Unified Hardware /
Software Introduction, John Wiley, 2002.

Tammy Noergaard, Embedded Systems Architecture, A Comprehensive Guide for
Engineers and Programmers, Newnes — Elsevier 2ed, 2012

Iyer - Embedded Real time Systems, le, McGraw Hill Education New Delhi, 2003

Lyla B. Das, Embedded Systems: An Integrated Approach, 1/e , Lyla B. Das, Embedded
Systems, 2012

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Introduction to Embedded Systems
1.1 Complex Systems and Microprocessors 3
1.2 The Embedded System Design Process 1
1.3 Formalisms for System Design 2
1.4 Embedded product development cycle (EDLC) 2
2 Embedded system interfacing and peripherals
2.1 Communication devices 3
2.2 Memory 3
2.3 I/O Device
3 Embedded Programming
3.1 Programming languages 1
3.2 Embedded C programming 10
4 ARM Processor
4.1 ARM Processor architecture
4.2 ARM Assembly Language Programming 3
4.3 ARM Organization and Implementation
5 ARM Programming
5.1 Architectural Support for High-Level Languages 4
1 The Thumb Instruction Set 4
5.3 Architectural Support for System Development 2




Simulation Assignments:

1. At least one assignment should be of programming (Both assembly and C languages) of
embedded processor with simulation tools like Keil, Eclipse.

2. Another assignment should be an embedded system design mini project like,
Programming assignments can be the following

a) Print “HELLO WORLD” or any text, b)Data transfer, copy operations c)Arithmetic
operations d)Sorting operations, e)Input/output control, f)Programs using functions,
g) Interrupts and ISR h) controller design

3. Mini project can be done in the following areas.

a) Elevator controller design (b) Chocolate vending machine design (c)
Industrial controller using sensors (d) IOT applications using sensors,
communication devices and actuators

Model Question paper

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FIFTH SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT381
Course Name: EMBEDDED SYSTEM DESIGN
Max. Marks: 100 Duration: 3 Hours
PART A

(Answer for all questions. Each Question Carries 3 marks)

Define an embedded system

Write any three challenges of embedded system design

Explain how an RS232 device is interfaced to a processor

What is interrupt latency?

What are the differences between assembly level language and high level language?
What is the difference between macros and functions?

Write the contents of CPSR register of ARM processor and their use.

Draw the five stage pipeline architecture of ARM processor

O 0 Nk »hD =

What is the use of thumb instruction set in ARM processor?
10. Write a note on ARM memory interface. [ 10 X 3 =30 Marks]



11.

12.

13.

14.

15.

PART - B

(Answer one question from each module; each question carries 14 Marks)

Module — I
a). What are the characteristics of an embedded system? Explain. [07 Marks]
b). Explain the different phases of EDLC. [07 Marks]
OR
(a) Write different steps involved in the embedded system design process. [07Marks]
(b) Explain the structural description of embedded system design. [07 Marks]
Module — IT

(a) What is serial and parallel port communication? Explain with the help of necessary

diagrams. [07 Marks]

(b) What is interrupt? How interrupts are handled in a processor? Explain ISR.[07 Marks]
OR

(a) With the help of a diagram show how ROM and RAM are interfaced to a processor.

Explain the read/write processes. [07 Marks]

(b) Explain how a memory management unit is used in a processor. What are its uses?

What is DMA ? [07 Marks]
Module — IIT

(a) What are the advantages and disadvantage of object oriented programming like C++

and Java. [07 Marks]

(b) Write an embedded C program for adding 64 numbers stored in memory locations and

find the average of the same. [07 Marks]
OR

(a) What is pre-processor directive? How is a pre-processor directive instruction
differentiated from normal program code? What are the different types of pre-processor
directives available in ‘Embedded C’? [07 Marks]
(b) Write an embedded C program to perform addition, subtraction, multiplication and
division operations of 2 numbers stored in specific memory locations using a mode
control . [07 Marks]



16.

17.

18.

19.

Module - IV

(a) Write a note on ARM processor architecture and its registers. [07 Marks]

(b) Write a note on data processing and data transfer instructions with the help of
examples. [07 Marks]

OR

(a) What is pipelined architecture? Explain how an ARM instruction is executed in a five
stage pipeline processor with the help of an example. [08 Marks]

(b) Write an ARM assembly language program to print text string “Hello World”
.[06Marks]

Module - V

(a) Explain ARM floating point architecture and discuss how floating point numbers are
handled. [07 Marks]
(b) Write a note on Thumb single register and multiple register data transfer instructions
with the help of examples. [07 Marks]

OR

(a) What is Thumb instruction set? Why it is used? Explain Thumb programmers model.
[07 Marks]

(b) Draw the block diagram of AMBA architecture. What are the different types of buses
used in this architecture? [07 Marks]



COMMUNICATION CATEGORY L | T/ | P | CREDIT
SYSTEMS VAC 311

ECT383

=}
=

Preamble: The objective of this course to get awareness about various communication systems
using in practice.

Prerequisite: NIL

Course Outcomes: After the completion of the course the student will be able to

COl | Explain the components required for an Optical Communication Systems

CO2 | Discuss the principle involved in RADAR and Navigation

CO3 | Explain the concept and subsystems for Cellular Communication networks

CO4 | Outline the requirement for Satellite communication systems

COS5 | Discuss the role of different layers in TCP/IP protocol stack in communication
networks

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12

CO1

CO2

CO3

CO4

COs

W W] W[ W[ W| W
G| L W W[ W| W

CO6

Assessment Pattern

Bloom’s Category Continuous Assessment Test End Semester Examination
1 D

Remember, K1 10 10 10
Understand, K2 20 20 40
Apply, K3 20 20 50
Analyze
Evaluate
Create
Mark Distribution
Total Marks CIE ESE ESE Duration
150 50 100 3 hours




Continuous Internal Evaluation Pattern:
Attendance : 10 marks

Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain
10 questions with 2 questions from each module, having 3 marks for each question. Students
should answer all questions. Part B contains 2 questions from each module of which student
should answer any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Explain the components required for an Optical Communication
Systems

1. Explain the block diagram for Optical Communication Systems

2. Distinguish between step index and graded index fiber

3. Explain various attenuations occurring in optical fiber

Course Outcome 2 (CO2): Discuss the principle involved in RADAR and Navigation
1. Explain Radar range equation and how the range of a radar system is increased?
2. Explain the block diagram for pulsed radar system
3. Explain Instrument landing system

Course Outcome 3 (CO3): Explain the concept and subsystems for Cellular Communication
networks

1. What is frequency reuse?

2. Explain the principle of multicarrier communication

3. Explain GSM architecture

Course Outcome 4 (CO4): Outline the requirement for Satellite communication systems
1. Explain the block diagram for satellite uplink
2. What are geostationary satellites?
3. Explain various satellite orbits

Course Outcome 5 (COS5): Discuss the issues, challenges and architecture for various wireless
ad hoc networks

1. Explain the issues and challenges of Wireless Ad Hoc Networks

2. What is 6LoOWPAN?

3. Explain the function of each layer of TCP/IP protocol stack



Syllabus
Module 1 (Optical Communication)

Optical Communication System — Block Diagram — Advantages Of Optical Fiber
Communication Systems — Principles Of Light Transmission In A Fiber Using Ray Theory —
Single Mode Fibers, Multimode Fibers — Step Index Fibers, Graded Index Fibers (Basic
Concepts Only) — Attenuation In Optical Fibers — Absorption Losses, Scattering Losses, Bending
Losses, Core And Cladding Losses. Optical transmitters: LED and semiconductor LASER,
characteristics, transmitter design. Optical receivers: Common photo detectors. Receiver design

Module 2 (Radar and Navigation)

Basic Radar System— Applications — Radar Range Equation (Qualitative Treatment Only) —
Factors Influencing Maximum Range — Basic Pulsed Radar System — Block Diagram — Display
Methods- A - Scope, PPI Display - Instrument Landing System — Ground Controlled Approach
System.

Module 3 (Cellular Communication)

Cellular Communication, Hand off, Frequency Reuse, Principles of Multicarrier communication,
Multiple Access techniques, CDMA Systems: General aspects of CDMA cellular systems, IS-95
standard, Downlink and uplink, GSM standard and service aspects — GSM architecture,
Evolution to Third Generation systems, WCDMA and CDMA-2000 standards,4G, 5G

Module 4 (Satellite Communication)

Basic concept of satellite communication, Keppler’s law, Satellite orbits, Geosynchronous
satellites, Active and Passive satellite, Block diagram for Satellite uplink, Transponder and earth
station receiver

Module 5 (Data Communication and Networks)

Study of OSI and TCP/IP protocol suit: The Model, Functions of each layer, TCP/IP Protocol
Suites. Wireless Ad Hoc Networks: Issues and Challenges, Wireless Sensor Networks:

Architecture, Data dissemination, Data gathering, MAC Protocols, Location discovery, Quality
of a sensor network 6LoWPAN

Textbooks

1. Electronic communication system fundamentals Wayne Tomasi, Pearson Education.
2. Data Communication and Networking by Behrouz A. Forouzan (Fourth Edition), Tata
McGraw Hill

References

1. Wireless communication principles and practice T S Rappaport, Pearson Education.
2. G. E. Keiser — Optical Fibre Communication — Mc Graw Hill Publication.
3. D. C. Agarwal — Satellite Communication — Khanna Publications



4. Jochen Schiller - Mobile Communications- Pearson Education
5. Siva ram Murthy, B S Manoj- Ad Hoc Wireless Networks — Printice Hall

Course Contents and Lecture Schedule

Sl
No

Topic

No.of Lecture
hours

1.1

Module 1

Optical Communication System — Block Diagram — Advantages Of
Optical Fiber Communication Systems — Principles Of Light
Transmission In A Fiber Using Ray Theory — Single Mode Fibers,
Multimode Fibers — Step Index Fibers, Graded Index Fibers (Basic
Concepts Only) — Attenuation In Optical Fibers — Absorption Losses,
Scattering Losses, Bending Losses, Core And Cladding Losses.

4

1.2

Optical transmitters: LED and semiconductor LASER,
characteristics, transmitter design. Optical receivers: Common
photo detectors. Receiver design

2.1

Module 2

Basic Radar System— Applications — Radar Range Equation
(Qualitative Treatment Only) — Factors Influencing Maximum Range
— Basic Pulsed Radar System — Block Diagram — Display Methods-
A - Scope, PPI Display

2.2

Instrument Landing System — Ground Controlled Approach System.

3.1

Module 3

Cellular Communication, Hand off, Frequency Reuse, Principles of
Multicarrier communication, Multiple Access techniques, CDMA
Systems: General aspects of CDMA cellular systems, 1S-95 standard,
Downlink and uplink

3.2

GSM standard and service aspects — GSM architecture, Evolution to
Third Generation systems, WCDMA and CDMA-2000 standards,4G,
5G

4.1

Module 4
Basic concept of satellite communication, Keppler’s law, Satellite
orbits, Geosynchronous satellites

4.2

Active and Passive satellite, Block diagram for Satellite uplink,
Transponder and earth station receiver

5.1

Module 5
Study of OSI and TCP/IP protocol suit: The Model, Functions of
each layer, TCP/IP Protocol Suites.

5.2

Issues and challenges in Wireless Ad Hoc Networks, Vehicular Ad
Hoc Networks

53

Wireless Sensor Networks: Architecture, Data dissemination, Data
gathering, MAC Protocols, Location discovery, Quality of a sensor
network, 6LoOWPAN




Sample Assignments

1. Explain the block diagram for optical communication systems
Write Radar range equation
Distinguish between A scope display and PPP display
Distinguish between step index and graded index fiber
Write Kepler’s law for planetary motion

A

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FIFTH SEMESTER B.TECH. DEGREE EXAMINATION
ECT 383: Communication Systems
Max. Marks: 100 Duration: 3hours
PART A
(Answer all questions. Each question carries 3 marks each.)
Compare the advantages and disadvantages of fiber-optic cables and metallic cables
Define Numerical Aperture
Write the RADAR range equation
Explain the principle of A-scope display
Why a honeycomb pattern was is selected for cell area?
Distinguish between soft handoff and hard handoff
Define Apogee and Perigee
Define look angles, angle of elevation and azimuth
List the challenges of wireless ad hoc networks
. Explain 3-way handshaking

AR S IR Al o
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PART B
(Answer any one question from each module. Each question carries 14 marks.)
Module 1
11. (a) Explain different losses in Optical Fiber cable
(b) Explain the operation of LED
12. (a)Explain the block diagram for Optical Fiber Communication
(b) Explain the function of photodiode
Module 2
13. Explain the block diagram for pulsed RADAR
14. Explain the principle of PPI display
Module 3
15. Explain the architecture for GSM
16. Explain block diagram for CDMA system
Module 4
17. Explain Kepler’s law of planetary motion
18. Explain the block diagram for satellite transponder
Module 5
19. Explain the role of each layer in TCP/IP protocol stack
20. Explain various data dissemination protocols used in wireless sensor networks
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TOPICS IN DIGITAL IMAGE CATEGORY | L| T| P | CREDIT
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Preamble:

This course aims to develop the skills for methods of various transformation and

analysis of image enhancement, image reconstruction, image compression, image segmentation
and image representation.

Prerequisite: ECT286 Introduction to Digital Signal Processing

Course Outcomes: After the completion of the course the student will be able to

COo1 Analyze the various concepts and restoration techniques for image processing
CO2 Differentiate and interpret the various image enhancement techniques

CO3 [Nustrate image segmentation algorithm

CO 4 Analyse basic image compression techniques

Mapping of course outcomes with program outcomes

PO | PO PO | PO | PO | PO | PO | PO PO | PO | PO PO
1 2 3 4 5 6 7 8 9 10 11 12
CO1 3 3 P 1 2
CO2 3 3 P, 1 2
CO3 3 3 3 1 2
CO4 3 3 3 1 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember K1 10 10 10
Understand K2 20 20 20
Apply K3 20 20 70
Analyse K4
Evaluate
Create
Mark distribution
Total CIE ESE ESE
Marks Duration
150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks

Continuous Assessment Test (2 numbers)  : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Analyze the various concepts and restoration techniques for image
processing

1. For the given image check whether pixel P and Q have 8 connectivity .
2. Find filtered image using median filter.

3. Explain Weiner filtering.

Course Outcome 2 (CO2): Differentiate and interpret the various image enhancement techniques
1. Classify different image enhancement process. Differentiate between spatial domain and
frequency domain techniques of image enhancement.

2. What is histogram equalisation? Briefly discuss the underlying logic behind histogram
equalisation.

3. Apply mean and median filters over a given image.
Course Outcome 3 (CO3): Illustrate image segmentation algorithm

Name two basic approaches of image segmentation and mention their differences.

2. How can you decide optimal thresholds when the image contains a background and several
foreground objects? Write down a corresponding algorithm.
3. Write down the region growing algorithm. What are its advantages and disadvantages.

Course Outcome 4 (CO4): Analyze basic image compression techniques

1. What do you mean by compression ratio? Do you consider that lower compression ratio
ensures better images upon reproduction?
How can achievable compression ratio to be determined from image histogram?

3. Mention the steps of lossy and lossless JPEG compression



SYLLABUS

Module 1

Digital Image Fundamentals-Elements of visual perception, image sensing and acquisition, image
sampling and quantization, basic relationships between pixels — neighborhood, adjacency,
connectivity, distance measures.

Brightness, contrast, hue, saturation, mach band effect, Colour image fundamentals-RGB, CMY,
HIS models, 2D sampling, quantization.

Module 2

Image Enhancement: Spatial domain methods: point processing-intensity —transformations,
histogram processing, image subtraction, image averaging, geometric transformation
Sharpening filters — first and second derivative, two-dimensional DFT and its inverse, frequency
domain filters — low-pass and high-pass.

Module 3

Image segmentation: Classification of Image segmentation techniques, region approach, clustering
techniques

Classification of edges, edge detection, Hough transform, active contour

Thresholding — global and adaptive

Module 4

Image restoration: Restoration Models, Linear Filtering Techniques: Inverse and Wiener, Non
linear filtering: Mean, Median, Max and Min filters
Noise Models: Gaussian, Uniform, Additive, Impulse
Image restoration applications
Module 5

Image Compression- Need for compression, redundancy, classification of image compression
schemes, Huffman coding, arithmetic coding

Redundancy—inter-pixel and psycho-visual; Lossless compression — predictive, entropy; Lossy
compression- predictive and transform coding — DST, DCT, wavelet transform (basics only); Still
image compression standards — JPEG and JPEG-2000

Text Books
1. Farid Gonzalez Rafel C, Digital Image Processing, Pearson Education, 2009

2. S Jayaraman, S Esakkirajan, T Veerakumar, Digital image processing ,Tata Mc Graw Hill,
2015

Reference Books
1. Jain Anil K, Fundamentals of digital image processing, PHI 1988

2. Kenneth R Castleman, Digital image processing, Pearson Education, 2/e, 2003
3. Pratt William K, Digital Image Processing, John Wiley,4/e, 2007.



Course Contents and Lecture Schedule

No. Topic No. of Lectures

1 Introduction

1.1 | Digital Image Fundamentals-Elements of visual 1
perception, image sensing and acquisition

1.2 | Image sampling and quantization, basic relationships 2
between pixels — neighbourhood, adjacency,
connectivity, distance measures

1.3 | Brightness, contrast, hue, saturation, mach band effect 3

1.4 | Impulse response and its relation with transfer function 3
of linear systems. Block diagram representation and
reduction methods

1.5 | 2D sampling, quantization 1

2 Image Enhancement

2.1 | Spatial domain methods: point processing- 1
intensity transformations

2.2 | Histogram processing, image subtraction, image 3
averaging, geometric transformations

2.3 | Sharpening filters 2

2.4 | First and second derivative, two-dimensional DFT and 1
its inverse, frequency domain filters — low-pass and
high-pass

3 Image segmentation:

3.1 | Spatial domain methods: point processing- 3
intensity transformations

3.2 | Classification of Image segmentation techniques, region 2
approach, clustering techniques

3.3 | Classification of edges, edge detection, Hough 2
transform, active contour

3.4 | Thresholding — global and adaptive 3

4 Image Restoration:

4.1 | Restoration Models -Noise Models : Gaussian , 2
Uniform, Additive, Impulse and Erlang

4.2 | Linear Filtering Techniques : Inverse and Wiener 3

4.3 | Non linear filtering: Mean, Median, Max and Min 2
filters

4.3 | Applications of Image restoration 1

5 Image Compression-

5.1 | Need for compression, redundancy, 1




5.2 | classification of image compression schemes, Huffman
coding, arithmetic coding

5.3 | Redundancy—inter-pixel and psycho-visual,

5.4 | Lossless compression — predictive, entropy;

5.5 | Lossy compression- predictive and transform coding
DST, wavelet

5.6 | Still image compression standards — JPEG and JPEG-

2000




Simulation Assignments

The following simulation assignments can be done with Python/MATLAB/
SCILAB/LabVIEW

1 Simple Image Processing Operations

e Read a gray scale image like Lena or ascent, available in the platform.
e Print the pixel values in [0, 255] and appreciate them.

e Show the image.

e Observe the histogram of this image and appreciate it.

e Apply a nonlinear transformation such as logarithm of pixels and ob-
serve the changes in intensity due to compression/expansion of pixel
values.

e Plot the histogram of the transformed image over the previous histgram
and appreciate the changes.

e Apply cropping to the image and observe the cropped values.

e transform the gray scale image to a binary irhage by setting all values
above 127 to 255 and those below to 0 and observe the binary image.

e Read in a color image and separate the RGB channels and observe
them in color separately.

e Apply the logarithmic transfomation to all channels separately and
combined the transformed images to form a new color image and
com-pare with the original color image.

Image Compression with Singular Value De-composition

e Read in a gray scale and read the pixel values (I) into an array.

e Apply singular value decomposition of this array as

R
LUV

=0

Py
Il

Plot the eiegn values and appreciate their fading in magnitude.

Take the first Q = 10 eigen values and make the rest zero.

e Now reconstruct a compressed image for @ = 10, = 100 and appre-
ciate the compression ratios.

Take a picture of your face and crop it ito suitable dimensions and
apply the previous steps and observe the compression by SVD.



3 Filters for Noise Removal

e Read in a gray scale image and observe it.
e Add AWGN to it of known variance.

e Construct mean and median filters and apply on the noisy images and
observe the removal of noise.

e Quantify the noise removal by computing the SNR and PSNR values

as
o> orE[ng, no
SV = 10logy | oo

The peak value of the SNR is expressed as

max (r?[ny, ny) ]
PSNR=10lo
i lﬁzzwmhnﬂ ~ [, ]

where r denotes the reference image and ¢ denotes the test image.

e Plot these values against different noise variances for mean and median
filters and appreciate.

4 Gaussian Filter for Smoothing

e Read in a gray scale image and observe it.
e Realize a Gaussian kernel with impulse response

[1 4 7 4 1]
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
4 .7 Pyl

1
h=—
273

e Perfom the two dimensional convolution and observe the smoothinng,
Also observe the blurring.

e Make the image noisy and repeat the procedure.

e Assess the visual quality of the image after Gaussian smoothing by
computing teh structural similarity index as

24ty + C1) (204, + Ca)
(2p2 + 2p2 + C1) (202 + 202 + ()

SSIM(x,y) =

The parameters p, and p, are the means and o2 and 05 are the vari-

ances of x and y respectively. aiy is the covariance between x and y.

Cy and Cy are non-zero constants included to avoid unstable results
2 2 2 2

when o3 + oy or uy + p; is very close to zero.

e One may take x as the input image and y as the filtered image and
appreciate the performance of the filter.



5 Edge Detection Filters

e Read in a grayscale image.

e Construct a Laplacian filter with kernel

0 -1 0
-1 4 -1
0 -1 0

e Apply Laplacian filter to the image and observe the edges.

e Test the invulnerability of edge detection to noise. Add noise to the
signal of known variance and extract edges.

e Compute the cripness of the edges (k) with
I |

Z Z | f[m,nz test - o-l[nl}n?.‘]ref
M Nz

n1 tin l[f‘.’.] ﬂ?]re,f"{ l!['n'l )71'2]r‘ef

where the reference image is the output of filter without noise and the
test image is the one with noise.

e Plot k for different noise variances.

e Use the Gaussian kernel in Sec. 4 to perfom two dimnsion convolution
an the image.

e Perform Laplacian filtering on the resultant image to perform Laplacian
of Gaussian (LoG) filtering. Observe the edges detected.

e Compute k for different noise variances and compare the plots with
those of Laplacian and understand the noise invulnerability of LoG
filter.

Image Compression with DCT

e Read in a gray scale image.
e Apply type-II DCT and observe the coeflicient.

e Make DCT coefficients that are less than 20% of the maximum equal
to zero.

e Take inverse DCT and observe the image. Compute the compression
ratio.

e Repeat for 30%, 40% and 50% values and observe the compressed image
and the compression ratios.
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ECT393 FPGA BASED SYSTEM DESIGN CAT\],E fco RY ]3: { f; CREDIT

Preamble: This course aims to develop the skill of FPGA based system design.

Prerequisite: ECT203 Logic Circuit Design

Course Outcomes: After the completion of the course the student will be able to

CO1 Design simple digital systems with programmable logic devices

CO2 Analyze the architecture of FPGA

CO3 Analyze the design considerations of FPGA

CO4 Design simple combinational and sequential circuits using FPGA

Mapping of course outcomes with program outcomes

PO1|PO2|PO3|PO4|PO5 POG|PO7|POS|PO9| PO | PO |PO

10 |11 |12
CO1 3 3 2 2
CO2 3 3 2 2
CO3 3 3 2 2
Co4 3 3 2 2

Assessment Pattern

Bloom’s Category Continuo%s ?ssessment End Semester Examination
ests
1 2
Remember K1 10 10 10
Understand K2 30 30 60
Apply K3 10 10 30
Analyze K4
Evaluate
Create
Mark distribution

Total CIE ESE ESE Duration

Marks

150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10marks
Continuous Assessment Test(2numbers) : 25marks

Assignment/Quiz/Course project : 15marks



End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of
which student should answer any one. Each question can have maximum 2 sub-divisions and
carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Design simple digital systems with programmable logic devices.
1. Design a decade counter using Verilog.
2. Implement a full adder using ROM

Course Outcome 2 (CO2): Analyze the architecture of FPGA
1. Compare coarse and fine grained FPGA.
2. Explain the architecture of logic block of FPGA
Course Outcome 3 (CO3): Analyze the design considerations of FPGA
1. What are the vendor specific issues in FPGA design.
2. Analyze Timing and Power dissipation in a typical FPGA.

Course Outcome 4 (CO4): Design simple combinational and sequential circuits using FPGA.
1. Implement a counter in Xilinx Virtex.

2. Explain how sequential circuit can be mapped into Xilinx Virtex LUT.



SYLLABUS

Module 1:

Introduction: Digital system design options and tradeoffs, Design methodology and technology
overview, High Level System Architecture and Specification: Behavioral modelling and
simulation, Hardware description languages (emphasis on Verilog), combinational and sequential

design, state machine design, synthesis issues, test benches.

Module 2:
Programmable logic Devices: ROM, PLA, PAL, CPLD, FPGA Features, Limitations,
Architectures and Programming. Implementation of MSI circuits using Programmable logic

Devices.

Module 3:

FPGA architecture: FPGA Architectural options, granularity of function and wiring resources,
coarse V/s fine grained, vendor specific issues (emphasis on Xilinx and Altera), Logic block
architecture: FPGA logic cells, timing models, power dissipation I/O block architecture: Input and

Output cell characteristics, clock input, Timing, Power dissipation.

Module 4:
Placement and Routing: Programmable interconnect - Partitioning and Placement, Routing

resources, delays; Applications -Embedded system design using FPGAs, DSP using FPGAs.

Module S:
Commercial FPGAs: Xilinx, Altera, Actel (Different series description only), Case study Xilinx

Virtex: implementation of simple combinational and sequential circuits.

Text Books
1. FPGA-Based System Design Wayne Wolf, Verlag: Prentice Hall

2. Modern VLSI Design: System-on-Chip Design (3rd Edition) Wayne Wolf, Verlag
Reference Books

1. Field Programmable Gate Array Technology - S. Trimberger, Edr, 1994, Kluwer Academic

2. Digital Design Using Field Programmable Gate Array, P.K. Chan & S. Mourad, 1994,
Prentice Hall

3. Field programmable gate array, S. Brown, R.J. Francis, J. Rose, Z.G. Vranesic, 2007, BS



Course Contents and Lecture Schedule

No Topic No. of
Lectures

1 Introduction

1.1 Digital system design options and tradeoffs 1

1.2 Design methodology and technology overview

1.3 High Level System Architecture and Specification: Behavioral 2
modelling and simulation

1.4 Hardware description languages, combinational and sequential design 2

1.5 State machine design, synthesis issues, test benches. 2

2 Programmable logic Devices

2.1 ROM, PLA, PAL, CPLD 3

2.2 FPGA Features, Limitations, Architectures and Programming. 2

2.3 Implementation of MSI circuits using Programmable logic Devices. 3

3 FPGA architecture

3.1 FPGA Architectural options 1

3.2 Granularity of function and wiring resources, coarse V/s fine grained, 3
vendor specific issues (emphasis on Xilinx and Altera)

33 Logic block architecture: FPGA logic cells, timing models, power 3

dissipation

3.4 I/O block architecture: Input and Output cell characteristics, clock 3
input, Timing, Power dissipation.

4 Placement and Routing

4.1 Programmable interconnect - Partitioning and Placement 3

4.2 Routing resources, delays 3

4.3 Applications -Embedded system design using FPGAs, DSP using 3
FPGAs

5 Commercial FPGAs

5.1 Xilinx, Altera, Actel (Different series description only) 2

5.2 Case study Xilinx Virtex 4

5.3 Implementation of simple combinational and sequential circuits 3




Model Question paper

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
FIFTH SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT393
Program: Electronics and Communication Engineering
Course Name: FPGA Based System Design
Max.Marks: 100 Duration: 3Hours
PART A

Answer ALL Questions. Each Carries 3 mark.

1. What are the synthesis issues in FPGA design.

Describe FPGA design methodology.
Differentiate PLA with PAL
What are the limitations of FPGA.

Compare coarse and fine grained FPGA architecture.

What are the timing models in logic block architecture.

List the applications of FPGA.

Describe routing resources in FPGA routing.

O |0 Q||| b~ | WD

Describe how a combnational circuit can be mapped into
Xilinx Virtex LUT.

S| G|C|C|C8|C|8|B[8] 7

—_
o

List different commercially available FPGAs.

PART - B
Answer one question from each module; each question carries 14 marks.
Module — I

11. |Design a full adder using Verilog. 7 |CO1 K3
a)

11. |Explain behavioral modeling and simulation with an example. 7 |COIl K2
b)

OR
12.a) |What is FSM? How it is used for FPGA. 7 COl
12.b) |[Explain the purpose of test bench and how it is written ina HDL. |7 |COl1

GG




Module - IT

13 a) |Design the function F=XYZ’+Y’ Z+X Y’ using PLA CO2 K3
13 b) |Compare CPLD with FPGA CO2 K2
OR
14 a) |Implement the following Boolean function using PAL: CO2|K3
F(w,x,y,z)=Zm (0, 2, 4, 10, 11, 12, 14, 15)m (0, 2,
4,10, 11, 12, 14, 15)
14 b) |Draw the structure of PAL and explain it. CO2 K2
Module — IIT
15 a) |Draw and explain I/O block architecture of FPGA. CO2 K2
15 b) |Draw and explain coarse grained FPGA architecture. CO2 K2
OR
16 a) Explain timing and power dissipation in Logic block and I/O block. 7 |CO2|K2
16 b) Draw and explain fine grained FPGA architecture. CO2 K2
Module — IV
17 a) |Explain partitioning and placement processes in FPGA CO4 K2
17 b) |[Explain embedded system design using FPGAs CO4 K2
OR
18 a) Explain the delays associated with placement and routing CO4 K2
18 b) [Explain DSP design using FPGAs CO4 K2
Module -V
19 a) |With neat diagram explain the architecture of Xilinx Virtex IOB. CO3 K2
19 b) | Design a four bit up counter with parallel load feature using Xilinx CO3 K3
Virtex.
OR
20 a) |Explain the mapping of combinational and sequential circuits using CO3|K3
LUTs.
20 b) |Explain the architecture of Xilinx Virtex CLB CO3 K2
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DETECTION AND ESTIMATION

CATEGORY

CREDIT
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Preamble: This course aims to impart the fundamentals of detection and estimation theory in

engineering applications

Prerequisite: MAT 101 Linear Algebra and Calculus
MAT 204 Probability, Random Process, and Numerical Methods
ECT 204 Signals and Systems

Course Outcomes: After the completion of the course the student will be able to

CO1 K2

in various engineering problems.

Understand the fundamentals of statistical detection and estimation principles used

CO2 K3

Apply various types of statistical decision rules in engineering applications.

CO3 K3

Apply different types of estimation algorithms in engineering applications.

Mapping of course outcomes with program outcomes

PO1 | PO (PO (PO |PO |PO |PO | PO | PO |PO1 |PO11 | PO12
2 3 4 5 6 7 8 9 0
COo1 3 3 2
CO2 3 3 2
CO3 3 3 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2

Remember
Understand K2 30 30 60
Apply K3 20 20 40
Analyse
Evaluate
Create
Mark distribution

Total CIE ESE ESE Duration

Marks

150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks

Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Understand the fundamentals of statistical detection and
estimation principles used in various engineering problems. (K2)

1. Differentiate estimation and detection techniques.

2. Differentiate classical approach and bayesian approch in detection theory (or estimation).
3. Enumerate different applications which are using estimation and detection techniques.

4. Give the mathematical formulation of estimation and detection methods.

5. Draw receiver operating characteristics with all details

6. Give the significance of Bayes risk

7. How multiple hypothesis testing is done.

8. Give the significance of linear models in estimation and detection theory.

9. Significance of Cramer-Rao Lower Bound in estimation.

10. Differentiate MAP and ML methods in estimation (or detection).

Course Outcome 2 (CO2): Apply various types of statistical decision rules in
engineering applications. (K3)

1. Describe Neyman-Pearson theorem (or Bayes risk or minimization of probability of error)
and apply it to any binary hypothesis (eg. Signal in white Gaussian noise)

2. Derive/Obtain the matched filters for the detection of deterministic signals

3. Derive/Obtain the estimator-correlator for the detection of random signals



Course Outcome 3 (CO3): Apply different types of estimation algorithms in
engineering applications. (K3)

1. Derive/Obtain the Minimum variance unbiased estimator (or best linear unbiased
estimator) for any simple examples (eg. DC Signal in white Gaussian noise)

2. Derive/Obtain the Maximum likelihood estimator (or least squares estimator or minimum
mean square error estimator) for any simple examples (eg. DC Signal in white Gaussian
noise)

3. Using Bayesian approach, obtain an estimator for any simple examples.
SYLLABUS

Module 1 : Introduction to Detection and Estimation Theory

Fundamentals of detection theory, the mathematical detection problem. Fundamentals of
estimation theory, the mathematical estimation problem. Review of Gaussian distribution.
Application examples.

Module 2 : Statistical Detection Theory I

Hypothesis testing, classical approach, Neyman-Pearson theorem, likelihood ratio test,
receiver operating characteristics, Bayesian approach, minimum probability of error, Bayes
risk, multiple hypothesis testing.

Module 3 : Statistical Detection Theory 11

Detection of deterministic signals, matched filters, detection of random signals, estimator-
correlator, linear model, application examples.

Module 4 : Statistical Estimation Theory I

Minimum variance unbiased estimation, basics of Cramer-Rao Lower Bound, linear models,
best linear unbiased estimation, application examples.

Module 5 : Statistical Estimation Theory I1

Maximum likelihood estimation, least squares, Bayesian philosophy, minimum mean square
error estimation, application examples.

Text Books

1. S.M. Kay, “Fundamentals of Statistical Signal Processing” Vol I: Estimation Theory,
Pearson, 3/e, 2010.

2. S.M. Kay, “Fundamentals of Statistical Signal Processing” Vol II: Detection Theory,
Pearson, 3/e, 2010.

Reference Books

1. H. L. Van Trees, “Detection, Estimation, and Modulation Theory”, Vol. I, John Wiley &
Sons, 1968

2. Monson H. Hayes ,“Statistical Digital Signal Processing and Modelling" by, John Wiley &
Sons, 2002.



Course Contents and Lecture Schedule

No Topic No. of
Lectures
1 Introduction to Detection and Estimation Theory
1.1 Fundamentals of detection theory, review of probability and random 2
variable
1.2 The mathematical detection problem 2
1.3 Fundamentals of estimation theory 1
1.4 The mathematical estimation problem 2
1.5 Review of Gaussian distribution. Application examples. 2
2 Statistical Detection Theory I
2.1 Hypothesis testing 2
2.2 Classical approach, Neyman-Pearson theorem 2
2.3 Likelihood ratio test, Receiver operating characteristics 2
2.4 Bayesian approach, minimum probability of error, Bayes risk 2
2.5 Multiple hypothesis testing. 1
3 Statistical Detection Theory I1
3.1 Detection of deterministic signals 1
3.2 Matched filters 2
33 Detection of random signals 2
34 Estimator-correlator 2
3.5 Linear model, application examples. 2
4 Statistical Estimation Theory I
4.1 Minimum variance unbiased estimation 2
4.2 Basics of Cramer-Rao Lower Bound 2
4.3 Linear models 2
4.4 Best linear unbiased estimation 2
4.5 Application examples 1
5 Statistical Estimation Theory 11
5.1 Maximum likelihood estimation 2
5.2 Least squares solution 2
53 Bayesian philosophy 2
54 Minimum mean square error estimation 2
5.5 Application examples 1




Simulation Assignments (using MATLAB or Python)

1.

2.

Generate and familiarize PDF and CDF of Normal distribution.
Generate DC level in White Gaussian Noise.

Simulate a Neyman-Pearson Detector.

Simulate a Maximum Likelihood Estimator.

Simulate a Best Linear Unbiased Estimator.



MODEL QUESTION PAPER

APJ ABDUL KALAM TECHNOLOGICAL
UNIVERSITY FIFTH SEMESTER B.TECH DEGREE
EXAMINATION
ECT 395 - Detection and Estimation Theory

Max. Marks: 100 Duration: 3 hrs
PART A
(Answer all questions. Each question carries 3 marks
each).
1. Enumerate different applications which are using estimation and detection techniques. ©)
2. Differentiate estimation and detection techniques. 3)
3. Differentiate classical approach and bayesian approch in detection theory. 3)
4. Give the mathematical formulation of detection methods. 3)
5. Draw receiver operating characteristics with all details 3)
6. Give the significance of Bayes risk 3)
7. Give the significance of linear models inestimation theory. 3)
8. Significance of Cramer-Rao Lower Boundin estimation. 3)
9. What is Minimum Variance Unbiased Estimation? 3)
10. Differentiate MAP and ML methods in estimation. 3)
PART B
(Answer any one question from each module. Each question carries 14 marks
each.)
Note:

(1) Notation x ~ N (g, 6°) denotes x is normally distributed with mean x and variance o°.
(2)Also, bold small letters indicate vectors and bold capital letters indicate matrices.

11. Obtain the mathematical formulation of estimation method with an example. (14)

OR

12 Using radar system as an example, differentiate estimation and detection techniques. (14)



13 Design Neyman-Pearson detector for the unknown level 4 in White Gaussian Noise with  (14)
variance o”.

OR
14 Describe the Bayesian approaches in the design of detectors. (14)
15" Obtain Matched Filter detector for N -sample deterministic signal in noise, w[n] ~ N(0, o°) (14)
n
where w[n]’s are uncorrelated.
OR
16 Describe estimator-correlator in the detection of random signals. (14)
17 Consider the multiple observations (14)
x[n]=4+w[n]; n=01,...,N—1
where w[n] ~ N (0, °). Determine CRLB for A?
OR
18 Derive the Best Linear Unbiased Estimator for the multiple observations (14)
x[n]=A4+w[n];, n=01,..., N—1
where A4 is an unknown level to be estimated and w[#] is White Noise with unspecified PDF
and variance o”.
19 Derive the Maximum Likelihood Estimator for the multiple observations (14)

x[n]=4+w[n]; n=0,1,..., N—1
where 4 is an unknown level to be estimated and w[#n] is White Gaussian Noise with known
variance o’
OR

20.Prove that the optimal estimator which minimizes the Bayesian Mean Square Error is the mean of
the posterior PDF.

(14)



ECT397

COMPUTATIONAL TOOLS FOR
SIGNAL PROCESSING

CATEGORY | L | T| P| CREDIT

VAC 3,10 4

Preamble: This course aims to use the computational tools in signal processing to solve industry
problems.

Prerequisite: ECL201 Scientific Computing Lab, ECT204 Signals and Systems, ECT303 Digital
Signal Processing

Course Outcomes: After the completion of the course the student will be able to

CO1

Compute posterior probability using pyme3 for practical applications

CO2

Compute linear and logistic regression with pymc3

CO3

Perform Bayesian analysis for practical applications.

CO4

Implement Kalman filters

COsS

Implement partcle fillters for practical applications

Mapping of course outcomes with program outcomes

PO1 (PO2 (PO3 |[PO4 |POS |PO6 |PO7 |POS |PO9 |PO |PO (PO
10 11 12
CO1 3 3 3 2
CO2 3 3 2 3 3 2
CO3 3 3 2 3 3 2 2
CO4 3 3 2 3 3 2 2
COS5 3 3 2 3 3 2 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember 10 10 20
Understand 30 30 60
Apply 10 10 20
Analyse
Evaluate
Create
Mark distribution
Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:
Attendance
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

: 10 marks




End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Computing posterior probability with pyme3
1. Write Python code to compute the posterior distribution of a 10X 10 Gaussian random data set.
2. Write Python functio to compute the autocorrelation of a 5X5 unform random data.

Course Outcome 2 (CO2): Compute linear and logistic regression with pymec3

1. Write a python code to design a regression model by coding setosa =0, versicolor =1, and
virginica = 2 in [RIS data set.?

2. Write a python code usig pymc3 to estimate regression parameters using a simple linear model
y~ax+b, where y is Normally distributed with mean ax+b and variance 62

Course Outcome 3 (CO3): Perform Bayesian analysis for practical applications.

1.Write a python code using pymc3 to compute the bayes factor for the coin toss using a uniform
prior beta(1,1) . Set p(heads)=0.5

2. Write a python code using pymc3 to implement a bauesian regression model with intercept] and
slope 3.Use posterior predictive checks to validate the model

Course Outcome 4 (CO4): Implement Kalman filters.
1. Write a python code to predict a random walk using discrete Bayes filter
2.Write a python code to track the movement of an accelerating aircraft using Kalman filter

Course Outcome 5 (COS): Implement partcle fillters for practical applications

1. Write a python code using pymc3 to create a model that specifies the posterior probability of
human sleeping pattern as a function of time using MCMC method.

2.Write a python code to track a robotic movement using Particle Filter

SYLLABUS

Module 1 Probabilistic Programming

Statistical Modelling using pymc3, Probability concepts, Bayes theorem, Bayesian Statistics and
modelling, Modelling Coin flipping as Bayesian, Choosing the likelihood and prior, Posterior
computation, Posterior predictive analysis, Posterior plots. Likelihood theory and Estimation

Module 2 Modelling Linear and Logistic Regression
Modelling Linear Regression, Polynomial Regression, Multiple Linear Regression,Logistic
Regression, Poisson Regression using pymc3



Module 3 Bayesian Modelling

Bayesian analysis using pymc3, Posterior predictive checks, Model specifications using
pymc3,Examples of Bayesian Analytics. Bayes factor, Sequential Monte carlo to compute Bayes
factors, Recursive state estimation, Modeling functions using pymc3, Covariance functions and
kernels, Bayesian Regression Models

Module 4 GH and Kalman Filter

GH filter, Choosing G and H factors, Simple simulation models using GH filters, Discrete Bayes
Filter for predicting the random movement, Recursive estimation and prediction, Effect of noisy
environment. Kalman filter- updation using measurements and observations, Kalman Gain
calculation and Prediction, Process noise and Measurement noise. Kalman Filter Equations
implementation in python.

Module 5 Particle Filter

Multivariate Kalman Filter-Modelling and Designing, Effect of Nonlinearity, Nonlinear Filters,
Smoothing, Adaptive Filtering. Markov concepts, Monte carlo integration, Basics of Markov chain
Monte Carlo, Implementation using filterpy module.Particle Filter algorithm and Implementation.

Textbooks and References

1. “Bayesian Analysis with python”, Osvaldo Martin, PACKT Open Source Publishing

2. “Machine Learning: A Bayesian and Optimization Perspective”,Sergios Theodoridis,
Academic Press.

3. https://github.com/rlabbe/Kalman-and-Bayesian-Filters-in-Python

4. http://140.113.144.123/EnD108/Bayesian%?20filtering-%20from%20Kalman%?20filters
%20t0%20Particle%20filters%20and%20beyond.pdf

5. “Ipython Interactive Computing and Visualization Cookbook”, Cyrille Rossant , PACKT
Open Source Publishing

6. “Bayesian Signal Processing: Classical, Modern, and Particle Filtering Methods”, James V.
Candy, Wiley-IEEE Press

Course Contents and Lecture Schedule

No Topic No. of
Lectures

1 Probabilistic Programming

1.1 Statistical Modelling using pymc3, Probability concepts

1.2 Bayes theorem, Bayesian Statistics and modelling 2

1.3 Modelling Coin flipping as Bayesian, Choosing the likelihood and
prior, Posterior computation,

1.4 Posterior predictive analysis, Posterior plots. Likelihood theory and 3
Estimation

2 Modelling Linear and Logistic Regression

2.1 Modelling Linear Regression 2

2.2 Polynomial Regression, Multiple Linear Regression

23 Logistic Regression, Poisson Regression using pymc3



https://github.com/rlabbe/Kalman-and-Bayesian-Filters-in-Python
http://140.113.144.123/EnD108/Bayesian%20filtering-%20from%20Kalman%20filters%20to%20Particle%20filters%20and%20beyond.pdf
http://140.113.144.123/EnD108/Bayesian%20filtering-%20from%20Kalman%20filters%20to%20Particle%20filters%20and%20beyond.pdf

Bayesian Modelling

3.1 Bayesian analysis using pymc3, Posterior predictive checks, Model
specifications using pymc3,Examples of Bayesian Analytics.

3.1 Bayes factor, Sequential Monte carlo to compute Bayes factors,
Recursive state estimation, Modeling functions using pymc3,
Covariance functions and kernels.

33 Bayesian Regression Models.

4 GH and Kalman Filter

4.1 GH filter, Choosing G and H factors, Simple simulation models using
GH filters.

4.2 Discrete Bayes Filter for predicting the random movement, Recursive
estimation and prediction, Effect of noisy environment.

4.3 Kalman filter- updation using measurements and observations, Kalman
Gain calculation and Prediction, Process noise and Measurement noise.
Kalman Filter Equations implementation in python.

5 Particle Filter

5.1 Multivariate Kalman Filter - Modelling and Designing

5.2 Effectof Nonlinearity, Nonlinear Filters, Smoothing, Adaptive
Filtering.

53 Markov concepts, Monte carlo integration, Basics of Markov chain
Monte Carlo

5.4 Implementation using filterpy module. Particle Filter algorithm and

Implementation.




Simulation Assignments

Create a noisy measurement system. Design a g-h filter to filter out the noise and plot it.
Write a code to filter 100 data points that starts at 5, has a derivative of 2, a noise
scaling factor of 10, and uses g=0.2 and h=0.02. Set your initial guess for x to be 100.

Design a filter to track the position of a train. Its position is expressed as its position on
the track in relation to some fixed point which we say is 0 km. I.e., a position of 1 means
that the train i1s 1 km away from the fixed point. Velocity is expressed as meters per
second. Measurement of position is doeonce per second, and the error is = 500 meters.The
train is currently at 23 kilometer, moving at 15 m/s,accelerating at 0.2 m/sec™2. Plot the
results.

Using Discrete Bayes Filter, predict the movemet of a dog. The current position of the
dog is 17 m. The epoch is 2 seconds long, and the dog is traveling at 15 m/s. Where will
the dog be in two seconds?

Compute the statistics of a Gaussian function using filterpy() module

Design a Kalman filter to track the movement of a dog(parameters same as previous one)
in a Noisy environment

Prove that the binomial and beta distributions are conjugate pairs with respect to the mean
value.

Show that the conjugate prior of the multivariate Gaussian with respect to the precision
matrix, Q, is a Wishart distribution.

Prove that if a probability distribution p satisfies the Markov condition, as implied by a
BN, hen p is given as the product of the conditional distributions given the values of the
parents.

Suppose that n balls are thrown independently and uniformly at random into n bins.

(a) Find the conditional probability that bin 1 has one ball given that exactly one ball
fell into the irst three bins.

(b) Find the conditional expectation of the number of balls in bin 1 under the condition
that bin 2 received no balls.

(c) Write an expression for the probability that bin 1 receives more balls than bin 2.



Model Question Paper
A P J Abdul Kalam Technological University

Fifth Semester B Tech Degree Examination

Course: ECT 397 Computational Tools for Signal Processing

Time: 3 Hrs Max. Marks:100

PART A
Answer All Questions

1 State Bayes theorem and explain the significance of the terms
prior, likelihood and posterior.
2 Write Python code with pymc3 to realize a Bernoulli trial
with p(head) = 0.4
3 Compare logistic and linear regression
4 Explain the concept of Poisson regression and
logistic regression?
5 Write the significance of choosing conjugate priors in
Bayesian analysis
6 Explain Schwarz Criterion.
7 Compare process noise and measurement noise in Kalman Filter.
8  Write the algorithm for GH filter design
9 Write a python code to compute relative error in the true value
of r

10 Compare Nonlinear and Linear filters

PART B

3)

3)

3)
3)

3)

3)

3)

3)

3)

3)

Answer one question from each module. Each question carries 14 mark.

Module I

K>

K,

K,

K>

K3



11(A) Assume that you have a dataset with 100 data points of (8)
Gaussian distribution with a mean of 13 and standard deviation
of 1.5. Using PyMC3, write Python code to compute:

+ The posterior distribution

+ The prior distribution

+ The posterior predictive distribution

11(B) Write a python code to find the Bayesian credible interval (6)
in the above question. How is it different from confidence
interval.

OR

12(A) Write a python code to evaluate the statistical correlation (8)

between variables in a 5 x 5 Gaussian random dataset.
12(B) Show that N (xju, 2) for known 2'is of an exponential (0)

form and that its conjugate prior is also Gaussian.
Module IT

13(A) Consider the linear model y ax & b sampled from a probability (®)
distribution y N (ax + b~0"). Use pymc3, write a python code to
estimate the parameters a,b and o.

13(B) Assume that x,, n =1, 2, ..., N, are iid observations from a (6)
Gaussian distribution N (4, ¢°). Obtain the MAP estimate of u,
if the prior follows the exponential distribution p(u) = A
exp(—4u), 4> 0, u >=0,

OR

14(A) Write a python code to generate random dataset using a noisy (8)
linear process with interceptl , slope 2 and noise variance of
0.5. Simulate 100 data points and write a code to fit a linear
regression to the data

14(B) Write the steps involved in multiple linear regression technique (6)

Ks

K>

K;

K>



Module III

15(A) Write a python code to estimate the mean and standard (8 K;
deviation of a randomly generated gaussian data using SMC
method in pymc3

15(B) Explain how posterior predictive checks are used in (6) K;
validating a model using pymc3

OR

16(A)  Consider the linear model y = a + B * x sampled from a (8) Ks
probability distribution y ~ N (a + f * x, €). Use pymc3,
write a python code to estimate the best values of a, f using

Bayesian Linear Regression model. .

16(B) Explain the steps involved in calculating Bayes factor in (0) K;
pymc3
Module IV
17(A) Design an algorithm using Kalman filter to track a constant  (8) K;
velocity aircraft in one dimension.
17(B) Give a brief idea about recursive estimation technique. (6) K>
OR
18(A) Design an algorithm using Kalman filter to track an (8) K3
accelerating aircraft in one dimension.
18(B) Explain the concept of Kalman filter gain factor. (6) K;
Module V
19(A) Describe the essential steps in the derivation of the Particle  (8) K;
filter.
19(B) Explain Sequntial Importance sampling algorithm? (6) K;
OR
20(A) Explain Multivariate Kalman Filter algorithm. ®) K>

20(B) Explain different resampling algorithms used in designing particle filter
6 K



SEMESTER VI



ECT302 ELECTROMAGNETICS

CATEGORY L |T|P |CREDIT

PCC 3 (110 4

Preamble: This course aims to impart knowledge on the basic concepts of electric and
magnetic fields and its applications.

Prerequisite:MAT102 Vector Calculus

Course Outcomes:After the completion of the course the student will be able to

CO1 To summarize the basic mathematical concepts related to electromagnetic

K2 vector fields.

CO 2 | Analyse Maxwell’s equation in different forms and apply them to diverse engineering
K3 problems.

CO3 : . o

K3 To analyse electromagnetic wave propagation and wave polarization

CO4 | To analyse the characteristics of transmission lines and solve the transmission line
K3 problems using Smith chart.

COs5 ' . .

K3 To analyse and evaluate the propagation of EM waves in Wave guides.

Mapping of course outcomes with program outcomes

PO (PO (PO |PO |PO |PO |PO |PO |PO (PO |PO |PO
1 2 3 4 5 6 7 8 9 10 11 12
CO1 3 3 1 1 2
CO2 3 3 1 1 2
CO3 3 3 1 1 2
CO4 3 3 1 1 2
CO5 3 3 1 1 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember K1
Understand K2 20 20 40
Apply K3 30 30 60
Analyse
Evaluate
Create




Mark distribution

Total CIE ESE ESE Duration
Marks
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers)  : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): To summarize the basic mathematical concepts related to
electromagnetic vector fields. (K2)

1. State and explain divergence theorem. Give a geometrical explanation.
2. Find the curl of the vector A =2rcos¢ a, +r a4 in cylindrical coordinates
3. Show that curl grad F and div curl F are identically zero.

1
4.Show that V" = 4né . where” = (x* +y% +2°)" satisfies Laplace’s equation.

Course Outcome 2 (CO2): Analyse Maxwell’s equation in different forms and apply
them to diverse engineering problems. (K3)

1. State and explain Maxwell’s equations in the integral and differential forms.
2. Derive the solution of uniform plane wave in lossy dielectric medium.

Course Outcome 3 (CO3): To analyse electromagnetic wave propagation and wave
polarization (K3)

1. Derive an expression for reflection coefficient of a plane wave under oblique incidence
with parallel polarization at a dielectric interface.



2. Explain wave polarization and different polarisation with example.
3. Derive the expression for Brewster angle for parallel polarised wave.

Course Outcome 4 (CO4): To analyse the characteristics of transmission lines and solve
the transmission line problems using Smith chart. (K3)

1.A transmission line of length 0.2 A and characteristic impedance 100Q is terminated with a
load impedance of 50+200j . Find input impedance, reflection coefficient at load end,
reflection coefficient at the input end and VSWR.

2. A lossless transmission line has a characteristic impedance of 50Q and phase constant of 3
Rad/ m at 100 MHz . Find Inductance per meter and Capacitance per meter of the
transmission line .

3. A 50 +j200 Q load is connected to a 1002 lossless transmission line . Using Smith chart ,
find 1. Reflection coefficient at load ii. VSWR

Course Outcome 5 (COS5): To analyse and evaluate the propagation of EM waves in
Wave guides.(K3)

1.For TE10 mode of propagation in a rectangular wave guide, with length 8cm and
6 cm respectively , find the following when frequency of operation is 6 GHz .

i. Cut off frequency

ii. Cut off wavelength

iii. Guide wavelength

iv. Phase constant

v. Phase velocity

vi. Group velocity

vii. Wave impedance

2.A rectangular wave guide has a dimension of 3cm x Scm , and is operating at a frequency
of 10 GHz . Calculate the cutoff wavelength, cutoff frequency , guide wavelength , phase
velocity and group velocity . and the wave impedance for TE10 mode.

3.Derive the expression for Electric and magnetic field intensities for TM mode of
propagation of rectangular waveguide.



SYLLABUS

MODULE 1:

Introduction to Electromagnetic Theory. Review of vector calculus- curl, divergence
gradient. Rectangular, cylindrical and spherical coordinate systems. Expression of curl
divergence and Laplacian in cartesian, cylindrical and spherical coordinate system. Electric
field and magnetic field, Review of Coulomb’s law, Gauss law and Amperes current law.
Poisson and Laplace equations, Determination of E and V using Laplace equation.

MODULE 2 :

Derivation of capacitance and inductance of two wire transmission line and coaxial cable.
Energy stored in Electric and Magnetic field. Displacement current density, continuity
equation. Magnetic vector potential. Relation between scalar potential and vector potential.
Maxwell’s equation from fundamental laws. Boundary condition of electric field and
magnetic field from Maxwells equations.Solution of wave equation.

MODULE 3 :

Propagation of plane EM wave in perfect dielectric, lossy medium, good conductor, media-
attenuation, phase velocity, group velocity, skin depth. Reflection and refraction of plane
electromagnetic waves at boundaries for normal & oblique incidence (parallel and
perpendicular polarization), Snell’s law of refraction, Brewster angle.

MODULE 4 :

Power density of EM wave, Poynting vector theorem. Polarization of electromagnetic wave-
linear, circular and elliptical polarisation.

Uniform lossless transmission line - line parameters. Transmission line equations, Voltage and
Current distribution of a line terminated with load .Reflection coefficient and VSWR.
Derivation of input impedance of transmission line.

MODULE S :

Transmission line as circuit elements (L and C). Development of Smith chart - calculation of
line impedance and VSWR using smith chart.

The hollow rectangular wave guide —modes of propagation of wave-dominant mode, group
velocity and phase velocity -derivation and simple problems only

Text Books

1. John D. Kraus, Electromagnetics, 5/e, TMH, 2010.

2. Mathew N O Sadiku, Elements of Electromagnetics, Oxford University Press, 6/e, 2014.
3. William, H. Hayt, and John A. Buck. Engineering Electromagnetics. McGraw-Hill, 8/e
McGraw-Hill, 2014.



Reference Books

1. Edminister, “Schaum’s Outline of Elctromagnetics”, 4/e, McGraw-Hill, 2014.
2. Jordan and Balmain , Electromagnetic waves and Radiating Systems, PHI, 2/e,2013

3.Martin A Plonus , Applied Electromagnetics, McGraw Hill, 2/e,1978.
4. Nannapaneni Narayana Rao, Elements of Engineering Electromagnetics, Pearson, 6/e, 2006.

5. Umran S. Inan and Aziz S. Inan, Engineering Electromagnetics, Pearson, 2010.

Course Contents and Lecture Schedule

No Topic No. of Lectures

1 Module 1

1.1 Introduction to Electromagnetic Theory. Review of vector 3
calculus- curl, divergence gradient.

1.2 Rectangular, cylindrical and spherical coordinate systems. 3
Expression of curl divergence and Laplacian in cartesian ,
cylindrical and spherical coordinate system.

1.3 Electric field and magnetic field.Review of Coulomb’s law , Gauss 2
law and Amperes current law.

1.4 Poisson and Laplace equations, Determination of E and V using 2
Laplace equation.

2 Module 2

2.1 Derivation of capacitance and inductance of two wire transmission 2

line and coaxial cable.

2.2 Energy stored in Electric and Magnetic field.

2.3 Displacement current density, continuity equation. Magnetic vector 3
potential. Relation between scalar potential and vector potential.

2.4 Maxwell’s equation from fundamental laws. 2
Boundary condition of electric field and magnetic field from 1
Maxwell’s equations.

2.5 Solution of wave equation 1

3 Module 3

3.1 Propagation of plane EM wave in perfect dielectric, lossy medium, 4
good conductor, media-attenuation, phase velocity, group velocity,
skin depth.

3.2 Reflection and refraction of plane electromagnetic waves at 4

boundaries for normal & oblique incidence (parallel and
perpendicular polarization), Snell’s law of refraction, Brewster
angle.

4 Module 4




4.1 Power density of EM wave, Poynting vector theorem.

4.2 Polarization of electromagnetic wave-linear, circular and elliptical
polarisation.

4.3 Uniform lossless transmission line - line parameters. Transmission line
equations

4.4 Voltage and Current distribution of a line terminated with load .Reflection
coefficient and VSWR.Derivation of input impedance of transmission line.

5 Module 5

5.1 Transmission line as circuit elements (L and C).

5.2 Development of Smith chart - calculation of line impedance and VSWR
using smith chart.

5.3 The hollow rectangular wave guide —modes of propagation of wave-
dominant mode, group velocity and phase velocity -derivation and simple
problems only

Assignments:

Model Question paper

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY

SIXTH SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)

Course Code: ECT302
Course Name: ELECTROMAGNETICS

Max. Marks: 100 Duration: 3 Hours

PART A

Answer ALL Questions. Each Carries 3 mark.
Define Curl of a vector field. Explain its physical significance.
Obtain Coulomb’s law from Gauss’ law
Write Poisson’s and Laplace’s Equation with applications
A Parallel plate capacitor with plate area of 5cm® and a plate separation of 3mm
has a voltage 50sin10’t Volt applied to its plates. Calculate the displacement
current assuming € = 2g.

List all Maxwell’s equations in integral form

K1

K3

K1




6 Explain the significance of skin depth. K2

7 What is Snell’s law? K1

8 What is wave polarisation? What are the different types of polarisation? K1

9 State the relation between standing wave ratio and reflection coefficient. K1

10 How a quarter wave dissipationless line can be used for impedance matching?. K2
PART -B

Answer one question from each module; each question carries 14 marks.

Module - I
1 1 . . . . . 7
a Derive the equation for curl of a vector field in Cartesian co-ordinate system.
' COl
K2
b. A Spherical volume charge distribution is given by 7
2
-
p=po(1—a—2);r£a Col
p=0;r>a K3
Find the electric field intensity E; 1) inside and ii) outside the charge distribution
OR
12 Interpret the following 7
3 Co1
1) V X B= o ii) V* £=0 where B and J stands for magnetic flux K3
density and electric current density
b. Apply Ampere’s circuital law to the case of an infinitely long coaxial cable 7
carrying a uniformly distributed total current I. Compute the magnetic field COl1
intensity existing in different parts of the cable. K3
Module - I1
13 Derive the expression of capacitance of two wire transmission line. 7
a.
CcO2
K2

b. Show that the energy stored in a system of n point charges is given by 7



14a

15

16 a

1 n
W, = Ez O.V: where V; is the potential of the point charge Q;.
i=1

OR

Define vector magnetic potential and show that B =V x4  where B is the
magnetic flux density and A is the vector magnetic potential at any point.

State and prove boundary conditions for E and H in accordance with Maxwell’s
equations.

Module - ITI
Derive the expression for reflection coefficient for a wave of perpendicular

polarization , travelling from one medium to another at oblique incidence .

In a lossy dielectric medium,characteristic impedance of the medium is 173 +j100
Q , Expression of Magnetic field of a plane wave is given by

10 e*cos(w t — 0.5x)a, A/m . Find
i. Direction of propagation
ii. Loss tangent
iii. Attenuation constant
iv. Phase constant
v. Skin depth
OR

Derive continuity equation from fundamental laws.

Find the skin depth, J at a frequency of 1.6 MHz in aluminium, where

0=38.2MS/m and p,= 1. Also find the propagation constant, y and the wave

CO2
K3

CO2

CcO2
K2

CO3

K2

7

CO3
K3

CO3



velocity v . CO3
K3
Module - IV
17a Derive the equation for transmission and reflection coefficients of an
electromagnetic wave incident normally on the boundary between two different 7
regions. COo4
K2
b Derive an expression for net outward power flow associated with an CO4
electromagnetic wave, from a surface. K2
OR
18  Derive standard Transmission line equations. 7
a. CO4
K2
b. Given two dielectric media,the first medium is free space and the second medium
has €, =4¢y and p=p,. Find the reflection coefficient for oblique incidence at 6,= 30°
for i) perpendicular polarisation and ii) parallel polarisation IC((??4
Module - V
19 A rectangular wave guide has a dimension of 3cm x 5cm , and is operating at a 7
& frequency of 10 GHz . Calculate the cutoff wavelength, cutoff frequency , guide CO5
wavelength , phase velocity and group velocity . and the wave impedance for K3
TE10 mode.
b. At a frequency of 80 MHz, a lossless transmission line has a characteristic 7
impedance of 300Q2 and a wavelength of 2.5m. Find:
CO5
i) L i) C iii) If the line is terminated with a parallel combination of 2000
and 5pF, determine the reflection co-efficient and the standing wave ratio. K3
OR

20a A 50 +j200 Q load is connected to a 100€2 lossless transmission line . Using smith 7
chart , find



b

1. Reflection coefficient at load ii. VSWR 111. Load admittance

Derive the expression for Electric and magnetic field intensities for TM mode of

propagation of rectangular waveguide.

COs5

K3

CO5

K2
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Preamble: This course aims to impart the knowledge of VLSI design methodologies and Digital

VLSI circuit design.

Prerequisite:

1. ECT201 Solid State Devices
2. ECT202 Analog Circuits

3. ECT 203 Logic Circuit Design.

COURSE OUTCOMES.

After the completion of the course the student will be able to:
CO1 Explain the various methodologies in ASIC and FPGA design.
CO2 Design VLSI Logic circuits with various MOSFET logic families.
CO3 Compare different types of memory elements.
CO4 Design and analyse data path elements such as Adders and multipliers.
CO5s Explain MOSFET fabrication techniques and layout design rules.

Mapping of course outcomes with program outcomes:

POI | PO2 | PO3 | PO4 | PO5 | PO6 | POT | POS | POY P(gl Pcl)l P(z)l
cor| 3 3 2
coz| 3 | 2 | 3 >
cos| 3 | 2 | 3 p
coal 3 | 2 | 3 p
cos | 3 2 2

Assessment Pattern:

Continuous Assessment Tests

End Semester

Bloom’s Category Examination
1 2
Remember 10 10 20
Understand 20 20 40
Apply 20 20 40
Analyze
Evaluate

Create




Mark distribution:

Total Marks CIE ESE Duration
150 50 100 3Hrs
Continuous Internal Evaluation Pattern:
Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignments : 15 marks.
End Semester Examination Pattern
Maximum Marks : 100 Time : 3 hours

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain
10 questions with 2 questions from each module, having 3 marks for each question. Students
should answer all questions. Part B contains 2 questions from each module of which student
should answer any one. Each question can have maximum 2 sub-divisions and carry 14 marks.
Mark patterns are as per the syllabus with 75% for theory and 25% for logical/numerical

problems.

Course Level Assessment Questions.

COt1:

1. Differentiate between full custom and semi-custom ASIC.
2. With a neat flow chart, explain ASIC design flow.

3. Describe Gate array based ASIC with neat diagram.

4. What are the processes involved in Soc design.

CO2:

1. With a neat diagram explain static and transient analysis of CMOS inverter

2. Realize the given logic function using static CMOS logic and transmission gate logic.
3. Compare the advantages and disadvantages of static and dynamic circuits.

CO3:

1. Compare different ROM structures.
2. Compare static and dynamic RAM structures.
3.Compare the advantages of three transistor and one transistor DRAM cell.

CO4:
1. Design a full adder with static CMOS logic

2. Compare the delay of Carry-Bypass adder, Linear Carry- Select adder, Square- root carry-

select adder.



COs:

1. Explain how electronic grade silicon (EGS) is developed .

2. Explain the necessity of single crystalline silicon in VLSI fabrication and how single crystal
silicon is made.

3. Explain diffusion and ion implantation techniques.

4. Explain the advantages of SiO2 and the oxidation techniques.

Syllabus

Module 1: VLSI Design Methodologies.

Introduction: Moore’s law .ASIC design, Full custom ASICs, Standard cell based ASICs, Gate
array based ASICs, SoCs, FPGA devices, ASIC and FPGA Design flows, Top-Down and
Bottom-Up design methodologies. Logical and Physical design. Speed power and area
considerations in VLSI design

Module 2: Static CMOS Logic Design

MOSFET Logic Design - NMOS Inverter (Static analysis only), basic logic gates,

CMOS logic, Static and transient analysis of CMOS inverter, Switching power dissipation and
delays. Realization of logic functions with static CMOS logic, Pass transistor logic, and
transmission gate logic

Module 3: Dynamic logic Design and Storage Cells

Dynamic Logic Design-Pre charge- Evaluate logic, Domino Logic, NP domino logic.

Read Only Memory-4x4 MOS ROM Cell Arrays(OR,NOR,NAND)

Random Access Memory —SRAM-Six transistor CMOS SRAM cell, DRAM —Three transistor
and One transistor Dynamic Memory Cell.

Module 4: Arithmetic circuits
Adders: Static adder, Carry-Bypass adder, Linear Carry- Select adder, Square- root carry- select
adder. Multipliers: Array multiplier.

Module 5: Fabrication techniques and MOSFET physical Design

Material Preparation

Purification and Crystal growth (CZ process), wafer preparation

Thermal Oxidation- Growth mechanisms, Dry and Wet oxidation.

Diffusion and ion implantation techniques.

Epitaxy : molecular beam epitaxy.

Lithography- Photo lithographic sequence, Electron Beam Lithography, Etching and metal
deposition techniques.

MOSFET Fabrication techniques

Twin-Tub fabrication sequence, Fabrication process flow.

Layout Design and Design rules, Stick Diagram and Design rules-micron rules and Lambda
rules. (definitions only).layout of CMOS Inverter, two input NAND and NOR gates.



Text Books:

1. Sung —-Mo Kang & Yusuf Leblebici, CMOS Digital Integrated Circuits- Analysis & Design,
McGraw-Hill, Third Ed., 2003

2. S.M. SZE, VLSI Technology, 2/e, Indian Edition, McGraw-Hill,2003

3. Wayne Wolf ,Modern VLSI design, Third Edition, Pearson Education,2002.

References:

1. Michael John Sebastian Smith, Application Specific Integrated Circuits, Pearson
Education,2001.

2. Neil H.E. Weste, Kamran Eshraghian, Principles of CMOS VLSI Design- A Systems
Perspective, Second Edition. Pearson Publication, 2005.

3. Jan M. Rabaey, Digital Integrated Circuits- A Design Perspective, Prentice Hall, Second
Edition, 2005.

4. Razavi - Design of Analog CMOS Integrated Circuits,le, McGraw Hill Education India
Education, New Delhi, 2003.

5.

Course Contents and Lecture Schedule.

No. of.
N Topi
0 opie Lectures
Module 1: VLSI Design Methodologies. (11 Hrs)
L1 Introduction: Moore slaw .ASIC design, Full custom ASICs, 3
) Standard cell based ASICs, Gate array based ASICs,
1.2 SoCs, FPGA devices 2
13 ASIC and FPGA Design flows Top-Down and Bottom-Up design 3
) methodologies.
Logical and Physical design. Speed power and area considerations
1.4 ; : 3
in VLSI design
Module 2:Static CMOS Logic Design (9 Hrs)
MOSFET Logic Design - NMOS logic (Static analysis of Basic
2.1 gates only) 3
22 CMOS logic, Static and transient analysis of CMOS inverter 3
) Switching power dissipation and delays
Realization logic functions in static CMOS logic, Pass transistor
2.3 logic, and transmission gate logic (Static analysis only) 3
Module 3: Dynamic logic Design and Storage Cells (8 Hrs)
Dynamic Logic Design-Pre charge- Evaluate logic, Domino Logic,
3.1 NP domino logic. 3




Read Only Memory-4x4 MOS ROM Cell

3.2 Arrays(OR,NOR,NAND)
Random Access Memory —SRAM-Six transistor CMOS SRAM
3.3 cell, DRAM —Three transistor and One transistor Dynamic Memory

Cell.

Module 4: Arithmetic circuits (5 Hrs)

4.1 Adders- Static adder, Carry-Bypass adder, Linear Carry- Select
adder, Square- root carry- select adder.
4.2 Multipliers-Array multiplier.

Module 5: MOSFET physical Design and Fabrication techniques (13 Hrs)

5.1 Material Preparation (qualitative analysis only)
Purification and Crystal growth (CZ process), wafer preparation.
5 Thermal Oxidation- Growth mechanisms, Dry and Wet oxidation.
Diffusion and ion implantation techniques.
Epitaxy : Molecular beam epitaxy.
53 Lithography- Photo lithographic sequence, Electron Beam
Lithography, Etching and metal deposition techniques
MOSFET Fabrication techniques(qualitative analysis only)
5.4 : _ .
Twin-Tub fabrication sequence, Fabrication process flow.
Layout Design and Design rules, Stick Diagram and Design rules-
5.5 micron rules and Lambda rules. Layout of CMOS Inverter, two

input NAND and NOR gates,




Model Question Paper

Time: 3 Hrs Max.

A P J Abdul Kalam Technological University
Sixth Semester B Tech Degree Examination
Branch: Electronics and Communication Course:
ECT 304 VLSI CIRCUIT DESIGN

Marks: 100
PART A
(Answer All Questions)

1 What is Moore's law in VLSI design?
2 Differentiate between ASIC and FPGA.
3 Switching threshold voltage equation of CMOS inverter and explain each

parameter
4 List the advantage of CMOS logic.
5 List the advantages of dynamic logic over static logic circuits.
6 Differentiate between volatile and non volatile memories.
7 Explain propagate delete and generate signals.
8 What are the different types of power dissipation in a CMOS inverter?
9 List the advantages of Si02
10 Define lambda rules and micron rules.

PART B
(Answer one question from each module. Each question carries 14 mark.)

11(A) What is FPGA? What are its applications? With block diagram explain its

internal architecture?
11(B) Explain ASIC design flow.

OR

12(A) Compare different ASIC design methodologies.
12(A) List the advantages of SOC
13(A) Derive expression for the switching threshold of a CMOS inverter.
13(B) What is meant by pass transistor logic? What are the differences in

transmission characteristics of N MOS and P MOS transistors?

OR

14(A) What are the different types of power dissipation in a CMOS inverter?

Derive expression for the total power dissipation.
14(B) Why PMOS transistor can pass only strong ones and NMOS can pass

strong zeros.

3)
3)
3)

3)
3)
3)
3)
3)
3)
3)

(6)
(8)

(8)
(6)

(7)
(7
(8)

(6)



15(A)

15(B)

16(A)
16(B)

17(A)

17(B)

18(A)

18(B)

19(A)

19(B)

20(A)

20(B)

Draw the circuit diagram and explain the principle of operation of a
CMOS based static RAM cell. Explain the read and write operations.
What are the constraints on the sizes of transistors?
Draw the circuit diagram and explain the principle of operation of a one
transistor dynamic RAM cell. Explain the read, write and refresh
operations
OR
Explain the read and write operation of a three-transistor DRAM cell
Explain the read and write operation of a six transistor CMOS SRAM cell.
OR
With diagram illustrate the principle of operation of an array multiplier.
Show the critical path. Estimate the delay of the multiplier.
With block diagram illustrate the principle of operation of a square root
carry select adder. Estimate the delay of an n bit adder
OR
Draw circuit diagram of a full adder with not more than 28 transistors in
standard CMOS logic
Explain the working a 16-bit carry-by pass adder and write down the
expression for worst-case delay.

[Nlustrate with diagram the principle of crystal growth by Czochralzki
method.
What is photolithography? With diagram illustrate the steps involved in
photolithography process.

OR
Explain the principle of molecular beam epitaxy, with schematic diagram
of an MBE system. What are its advantages and disadvantages?
With schematic diagram and chemical reactions involved, illustrate wet
and dry oxidation processes

(7

(7

(7)
(7

(8)

(6)

(8)

(6)

(7)

(7)

(8)

(6)



L

M e ARSI

bk wh =

MODEL ASSIGNMENT QUESTIONS

Module 1
How to choose between FPGA and ASIC ?
Describe ASIC in terms of Size, power and performance, IP protection and competitive
Edge
Compare Gate-array design and Full-custom design?
What are the differences between CPLDs and CLBs
List some of the commonly used FPGA development board ?
Discuss the architecture of any one of the leading FPGA in industry ?

Module 2
Power and interconnect delay analysis of CMOS inverter?
Implement XOR function using pass transistor logic?
Derive V1, Vi,V omH, and V OF, of depletion load inverter?

Design 8:1 MUX using transmission gate logic?
What are the advantages of NMOS over CMOS ?

Module 3
Explain the working of sense amplifiers in memory structures?
Design a voltage comparator in precharge-evaluate logic .
Discuss the cascading problem of P-E logic
Discuss the architecture of FLASH EPROM
Explain the working of FGMOS

Module 4
With diagram illustrate the principle of operation of an array multiplier. Show the critical
path. Estimate the delay of the multiplier
Implement a 3x3 array multiplier?

Module 5
What is photolithography? With diagram illustrate the steps involved in photolithography
process?
What is Deal Grove model of oxidation? What are linear and parabolic rate coefficients
with reference to oxidation process?
[Nlustrate with diagram the principle of crystal growth by Czochralzki method
Explain DEAL-GROVE model of oxidation?
What are the requirements of a "clean-room" in VLSI fabrication
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Preamble: This course aims to lay down the foundation of information theory introducing both
source coding and channel coding. It also aims to expose students to algebraic and probabilistic
error-control codes that are used for reliable transmission.

Prerequisite: MAT 201 Linear Algebra and Calculus, MAT 204 Probability, Random Process and

Numerical Methods, ECT 204 Signals and Systems.

Course Outcomes: After the completion of the course the student will be able to

CO 1 |Explain measures of information — entropy, conditional entropy, mutual information
CO 2 |Apply Shannon’s source coding theorem for data compression.
CO 3 | Apply the concept of channel capacity for characterize limits of error-free
transmission.
CO 4 |Apply linear block codes for error detection and correction
CO 5 |Apply algebraic codes with reduced structural complexity for error correction
CO 6 |Understand encoding and decoding of covolutional and LDPC codes
Mapping of course outcomes with program outcomes
PO [PO2 [PO3 [PO4 [POS5 |PO6 [PO7 [POS8 [POY9 (PO |PO |PO12
1 10 11
Cco1 |3 3
co2 |3 3 2 3 3
CcCO3 |3 3 2 3 3 2 2
CcCO4 |3 3 2 3 3 2 2
CO5 |3 3 2 3 3 2 2
CO6 |3 3 2 3 3 2 2
Assessment Pattern
Bloom’s Category Continuous Assessment End Semester Examination
Tests
1 2
Remember 10 10 20
Understand 30 30 60
Apply 10 10 20
Analyse
Evaluate
Create
Mark distribution
Total CIE |ESE ESE
Marks Duration

150 50 100 3 hours




Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A contain 10
questions with 2 questions from each module, having 3 marks for each question. Students should
answer all questions. Part B contains 2 questions from each module of which student should answer
any one. Each question can have maximum 2 sub-divisions and carry 14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Entropy, Mutual Information
1. Prove that entropy of a discrete random variable is upper bounded by logarithm of alphabet size.

2. Prove that [(X:Y|Z) is always greater than or equal to 0.

Course Outcome 2 (CO2): Source Coding
1. State and prove Kraft’s inequality for uniquely decodable codes.

2. Describe operational meaning of entropy in the light of Shannons’s source coding theorem.

Course Outcome 3 (CO2): Channel Capacity

1. Derive the expression for capacity of binary symmetric channel.

2. Define differential entropy and derive its expression for a Gaussian distributed random variable
with zero mean value and variance ¢2.

3. Explain the inferences from Shannon Hartley theorem with the help of spectral efficiency versus
SNR per bit graph.

Course Outcome 4 (CO4): Linear Block Codes
1. Construct a table for GF(23) based on the primitive polynomial, p(x) = 1 + x + x3.

2. Find generator and parity check matrix in systematic format of the (6,3) linear block code for the
given parity matrix.

P=1 10
[ 01 1
111
1 0 1

3. Explain standard array decoding of linear block codes.

Course Outcome 4 (CO4): Algebraic codes
1. Draw and explain the decoder circuit of (n, k) cyclic codes.
2. Give the properties of BCH codes.



Course Outcome 5 (CO5): Convlutional and LDPC Codes

1. Obtain the output codeword corresponding to the information sequence (1 1 0 1 1) for a convolu-
tional encoder with rate %2 and constraint length 4, for generator sequences, g(1) = (1011) and
g(2)
=(1111).

2. Explain the message-passing decoding algorithm for LDPC codes with respect to binary erasure
channel.

SYLLABUS

Module 1 — Entropy, Sources and Source Coding
Entropy, Properties of Entropy, Joint and Conditional Entropy, Mutual Information, Properties of
Mutual Information.

Discrete memoryless sources, Source code, Average length of source code, Bounds on average
length, Uniquely decodable and prefix-free source codes. Kraft Inequality (with proof), Huffman
code. Shannon’s source coding theorem (both achievability and converse) and operational meaning
of entropy.

Module 2 — Channels and Channel Coding

Discrete memoryless channels. Capacity of discrete memoryless channels. Binary symmetric
channels (BSC), Binary Erasure channels (BEC). Capacity of BSC and BEC. Channel code. Rate
of channel code. Shannon’s channel coding theorem (both achievability and converse without
proof) and operational meaning of channel capacity.

Modeling of Additive White Gaussian channels. Continuous-input channels with average power
constraint. Differential entropy. Differential Entropy of Gaussian random variable. Relation
between differential entropy and entropy. Shannon-Hartley theorem (with proof — mathematical
subtlities regarding power constraint may be overlooked).

Inferences from Shannon Hartley theorem — spectral efficiency versus SNR per bit, power-limited
and bandwidth-limited regions, Shannon limit, Ultimate Shannon limit.

Module 3 — Introduction to Linear Block Codes
Overview of Groups, Rings, Finite Fields, Construction of Finite Fields from Polynomial rings,
Vector spaces.

Block codes and parameters. Error detecting and correcting capability. Linear block codes. Two
simple examples -- Repetition code and single parity-check code. Generator and parity-check
matrix. Systematic form.

Maximum likelihood decoding of linear block codes. Bounded distance decoding. Syndrome.
Standard array decoding.



Module 4 — A Few Important Classes of Algebraic codes
Cyclic codes. Polynomial and matrix description. Interrelation between polynomial and matrix view
point. Systematic encoding. Decoding of cyclic codes.

(Only description, no decoding algorithms) Hamming Codes, BCH codes, Reed-Solomon Codes.

Module 5 — Convolutional and LDPC Codes
Convolutional Codes. State diagram. Trellis diagram. Maximum likelihood decoding. Viterbi
algorithm.

Low-density parity check (LDPC) codes. Tanner graph representation. Message-passing decoding
for transmission over binary erasure channel.

Text Books and References

N

S kW

“Elements of Information Theory”, Joy A Thomas, Thomas M Cover, Wiley-Interscience.
“Information Theory, Inference and Learning Algorithms”, David JC McKay, Cambridge
University Press

“Principles of digital communication”, RG Gallager, Cambridge University Press
“Digital Communication Sysmtes”, Simon Haykin, Wiley.

“Introduction to Coding Theory”, Ron M Roth, Cambrdige University Press

Shu Lin & Daniel J. Costello. Jr., Error Control Coding : Fundamentals and Applications,
2nd Edition.

Modern Coding Theory, Riidiger Urbanke and TJ Richardson, Cambdridge University
Press.

Course Contents and Lecture Schedule

No

1.1
1.2
1.3

1.4

1.5

2.2

Topic No. of
Lectures

Entropy, Sources and Source Coding
Entropy, Properties of Entropy, Joint and Conditional Entropy 2
Mutual Information, Properties of Mutual Information 2
Discrete memoryless sources, Source code, Average length of source 2
code, Bounds on average length
Uniquely decodable and prefix-free source codes. Kraft Inequality 2
(with proof)
Huffman code. Shannon’s source coding theorem and operational 2

meaning of entropy

Channels and Channel Coding

Discrete memoryless channels. Capacity of discrete memoryless 1
channels
Binary symmetric channels (BSC), Binary Erasure channels (BEC). 2

Capacity of BSC and BEC.



23

2.4

2.5

2.6
2.7

3.2
33

3.5

4.2
4.3

5.1
5.2
53
54

Channel code. Rate of channel code. Shannon’s channel coding
theorem (without proof) and operational meaning of channel capacity.
Modeling of Additive White Gaussian channels. Continuous-input
channels with average power constraint.

Differential entropy. Differential Entropy of Gaussian random variable.
Relation between differential entropy and entropy

Shannon-Hartley theorem and its proof

Inferences from Shannon Hartley theorem — spectral efficiency versus
SNR, power-limited and bandwidth-limited regions, Shannon limit,
Ultimate Shannon limit.

Introduction to Linear Block Codes

Overview of Groups, Rings, Finite Fields, Construction of Finite Fields
from Polynomial rings, Vector spaces.

Block codes and parameters. Error detecting and correcting capability
Linear block codes. Generator and parity-check matrix. Systematic
form. Two simple examples -- Repetition code and single parity-check
code. General examples.

Maximum likelihood decoding of linear block codes. Bounded distance
decoding. Syndrome. Standard array decoding.

A Few Important Classes of Algebraic codes

Cyclic codes. Polynomial and matrix description. Interrelation between
polynomial and matrix view point. Systematic encoding. Decoding of
cyclic codes.

Hamming Codes,

BCH codes, Reed-Solomon Codes.

Convolutional and LDPC Codes

Convolutional Codes.

State diagram. Trellis diagram.

Maximum likelihood decoding. Viterbi algorithm

Low-density parity check (LDPC) codes. Tanner graph representation
Message-passing decoding for transmission over binary erasure
channel.



ECT 306 Information Theory and Coding

Simulation Assignments

The following simulation assignments can be done with Python/MATLAB/
SCILAB/LabVIEW

1.

2.

3.

5.

1.
2.
3.

1.

Source Coding - Huffman Code

Generate Huffman code for the source with symbol probabilities {1/2, 1/3, 1/6}.
Find the entropy, average codeword length and efficiency of the code.

Create the second order extended source by taking probabilities of 9 symbols in the
extended source as the product of every possible combinations of two symbols from
the original source.

Generate Huffman code for the extended source symbols and find the entropy,
average codeword length and efficiency of the code.

Compare the two efficiencies and appreciate the Shannon’s source coding theorem.

Binary Symmetric Channel

Create a 2 x 2 matrix, P(Y/X) for binary symmetric channel with channel transition
probability, p <0.5.

Let the input symbol probabilities corresponding to symbol 0 and 1 be a and
(1 - o) respectively. For different values of a ranging from 0 to 1, find the joint prob-
ability matrix, P(X,Y) and output probability, P(Y)

Find mutual information, I(X; Y) = H(Y) — H(Y/X) for each value of a. Plot the
I(X; Y) versus a graph and observe the channel capacity.

Linear Block Code (LBC)

1. Create the k x n generator matrix, G of (n, k) LBC.

2. Generate all possible codewords by multiplying the message vector of length, k

with G.

3. Calculate the Hamming weight of all codewords and obtain the minimum distance,

dmin of the code.

4. Find its error correcting and detecting capability.

Cyeclic Code — Encoder & Decoder

1. Realize the encoder circuit for (7, 4) cyclic code in Fig. 4.2 in page 96 in Error

Control Coding: Fundamentals and Applications by Shu Lin & Daniel J. Costello. Jr.



2. Create a random binary vector of length 4 as input message vector and generate the
codeword.

3. Create binary vector of length 7 with Hamming weight 1 as error vector and add it to
the encoder output to generate the receiver output.

4. Realize the decoder circuit for (7, 4) cyclic code in Fig. 4.9 in page 107 in Error
Control Coding: Fundamentals and Applications by Shu Lin & Daniel J. Costello. Jr.

5. Observe the encoder and decoder outputs for different message vectors and error
vectors and find the error correcting capability of the code.

6. Convolutional Code

1. Implement (2,1,3) convolutional encoder in Fig. 10.1 in page 288 in Error Control
Coding: Fundamentals and Applications by Shu Lin & Daniel J. Costello. Jr.

2. Give a message vector, u of arbitrary length as input to the encoder.

3. Generate the output code sequence.



MODEL QUESTION PAPER

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
ECT 306 INFORMATION THEORY AND CODING

Time: 3 hours Max. Marks:100

10.

PART A

Answer all questions. Each question carries 3 marks.

A source emits one f four symbols, s, si, sz, S3 with probabilities 1/3, 1/6, 1/4 and 1/4
respectively. The successive symbols emitted by the source are statistically indepen-
dent. Calculate the entropy of the source.

Identify the instantaneous codes from the code sets listed below.

Symbol Code I Code I Code IfI Code IV
S 0 0 0 00
51 10 01 01 01
52 110 001 011 10
Sz 1110 0010 110 110
53 1111 0011 111 111

State Shannon’s channel coding theorem. What is its significance in digital communication
system?
An analog signal band limited to ‘B’ Hz is sampled at Nyquist rate. The samples are

quantized into 4 levels. The quantization levels are assumed to be independent and occur
with probabilities: p1= p4 = 1/8, p2 = p3 = 3/8. Find the information rate of the source
assuming B = 100Hz.

List the properties of group. Give an example.

Show that C = {0000, 1100, 0011, 1111} is a linear code. What is its minimum distance?
Explain generation of systematic cyclic code using polynomial description.

List the features of Reed Solomon code.

Draw a (3,2,1) convolutional encoder with generator sequences,

gr'=(11], g?=(01),¢"'=(11) and ¢,'=(01],g?'=(10), g5'=(10).

Draw the tanner graph of rate 1/3 LDPC code for the given parity check matrix.

111000

1
H‘0
0

o~ O

0
0
1

O = =
_ o

0
1
1

PART B

Answer any one question from each module. Each question carries 14
marks.



MODULE 1

11 (a) The joint probability of a pair of random variables is given below. Determine H(X,
Y), H(X/Y), H(Y/X) and I(X,Y). Verify the relationship between joint, conditional and
marginal entropies.

(13 1/3
PX, Y) = [ 0 1/3}
(10 marks)
11 (b) Explain uniquely decodable and prefix-free property of source code. (4 marks)

12 (a) Find the binary Huffman code for the source with probabilities {1/3, 1/5, 1/5,
2/15, 2/15}. Also find the efficiency of the code. (9 marks)
12 (b) Prove that H(Y) > H(Y/X). (5 marks)

MODULE 11

13 (a) A voice grade channel of the telephone network has a bandwidth of 3.4 KHz.

Calculate channel capacity of the telephone channel for signal to noise ratio of 30 dB. Also

determine the minimum SNR required to support information transmission through the
telephone channel at the rate of 4800 bits/sec.

(7 marks)

13 (b) Derive the expression for channel capacity for binary erasure channel. (7 marks)

14 (a) A binary channel has the following noise characteristic.
2/3 1/3
1/3 2/3
If the input symbols are transmitted with probabilities 3/4 and 1/4 respectively, find I(X;Y).
Also compute channel capacity and what are the input symbol probabilities that correspond
to the channel capacity. (9 marks)

P(Y/X) =

14 (b) State Shannon Hartley theorem and explain the significance of Shannon limit. ~ (6 marks)

MODULE III
15 (a) The parity check matrix of (7,4) linear block code is given as

1 00 1 01 1
H={0 10 1 11 0]
0 01 0 11 1
Compute the minimum distance of the code and find its error detection and correcting capability.
Suppose that the received codeword, r = (1001111). Determine whether the received codeword is in
error? If so, form the decoding table and obtain the correct codeword. (9 marks)
16 (b) List the properties of vector space. Define subspace. (5 marks)

17 (a)The parity bits of a (8, 4) linear systematic block code are generated by



c5 =d1+d2+d4
c6 = d1+d2+d3
c7 =d1+d3+d4
c8 = d2+d3+d4
(+ sign denotes modulo-2 addition)
where d1, d2, d3 and d4 are message bits and c5, c6, c7 and c8 are parity bits. Find
generator matrix G and parity check matrix H for this code. Draw the encoder circuit (7 marks)

17 (b) Explain the construction of finite field from polynomial ring with the help of an ex-ample.

(7 marks)

MODULE 1V

18 (a) Consider a (7, 4) cyclic code with generator polynomial, g(x) = 1 + x + x>, Express the

generator matrix and parity-check matrix in systematic and non-systematic form
(8 Marks)

18 (b) Find the generator polynomial for single, double and triple error correcting BCH code of block
length, n = 15. (6 marks)

19 (a) Draw syndrome circuit for a (7,4) cyclic code generated by g(x)=1+x+x>. If the re-ceived
vector 1 is [0010110] what is the syndrome of r? Explain the circuit with a table showing the

contents of the syndrome register. (8 Marks)

19 (b) What are the features of Hamming code? Find the parity check matrix for (15, 11) Hamming

code. (6 marks)
MODULE V

20 (a) Draw the state diagram of a convolution encoder with rate 1/3 and constraint length

3 for generator sequences g’ = (1 00), g? =(101),g®=(111). (7 marks)
20 (b) Explain message passing decoding algorithm for LDPC codes with the help of an
example. (7 marks)

21 For a (2,1,2) convolutional encoder with generator sequences g = (1 1 1) and g®
= (1 0 1). Draw Trellis and perform Viterbi decoding on this trellis for the received

sequence {01, 10, 10, 11, 01, 01, 11} and obtain the estimate of the transmitted se-

quence. (14 marks)
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Preamble:

The objective of this Course work is to ensure the comprehensive knowledge

of each student in the most fundamental Program core courses in the
curriculum. Five core courses credited from Semesters 3, 4 and 5 are chosen
for the detailed study in this course work. This course has an End Semester

Objective Test conducted by the University for 50 marks. One

hour is

assigned per week for this course for conducting mock tests of objective

nature in all the listed five courses.

Prerequisite: 1. ECT202 Analog Circuits

2. ECT203 Logic Circuit Design

3. ECT301 Linear Integrated Circuits

4. ECT303 Digital Signal processing

5. ECT305 Analog and Digital communication

Course Outcomes: After the completion of the course the student will be able to

CO 1 Apply the knowledge of circuit theorems and solid state physics to solve the
problems in electronic Circuits

CO 2 | Design a logic circuit for a specific application

CO 3 | Design linear IC circuits for linear and non-linear circuit applications.

CO 4 | Explain basic signal processing operations and Filter designs

CO 5 | Explain existent analog and digital communication systems

Mapping of course outcomes with program outcomes

PO (PO (PO |[PO PO | PO |PO (PO | PO | PO | PO | PO

1 2 3 4 5 6 7 8 9 10 11 12

CO1 3 3 1 2
CO2 3 3 1 2
CO3 3 3 1 2
CO4 3 2 2
COS 3 2 1 2




Assessment Pattern

Bloom’s Category End Semester
Examination
Remember 10
Understand 20
Apply 20
Analyse
Evaluate
Create
Mark distribution
Total Marks CIE ESE ESE Duration
50 0 50 1 hour

End Semester Examination Pattern: Objective Questions with multiple choice (Four).
Question paper include Fifty Questions of One mark each covering the five identified
courses.

Syllabus
Full Syllabus of all five selected courses

Course Contents and Lecture Schedule

No Topic No. of Lectures
1 Analog Circuits

1.1 Mock Test on Module 1 and Module 2 1
1.2 Mock Test on Module 3, Module 4 and Module 5 1
1.3 Feedback and Remedial 1
2 Logic Circuit design

2.1 Mock Test on Module 1, Module 2 and Module 3 1
2.2 Mock Test on Module 4 and Module 5 1
2.3 Feedback and Remedial 1
3 Linear IC

3.1 Mock Test on Module 1 and Module 2 1
3.2 Mock Test on Module 3, Module 4 and Module 5 1
3.3 Feedback and Remedial 1
4 Digital Signal Processing

4.1 Mock Test on Module 1, Module 2 and Module 3 1
4.2 Mock Test on Module 4 and Module 5 1
4.3 Mock Test on Module 1, Module 2 and Module 3 1
5 Analog and Digital Communication

5.1 Mock Test on Module 1, Module 2 and Module 3 1
5.2 Mock Test on Module 4 and Module 5 1
5.3 Feedback and Remedial 1




CATEGORY | L|T| P | CREDIT

ECL332| COMMUNICATION LAB PCC 0|0 3 2

Preamble:
» The experiments are categorized into three parts Part A, Part B and Part C.

e The experiments in Part A involves design and setting up of prototype
circuits on breadboard or trainer kits.

* The experiments in Part B are software simulations and can be done using
GNU Octave or Python. Other softwares such as MATLAB/ SCILAB/
LabVIEW can also be used.

e The experiments in Part C are emulations using SDR (software-designed-
radio) dongle connected to laptops. A control software has to be in- stalled
on the laptops. A combination of open-source GNU Radio soft- ware, RTL-
SDR (for reception) and HackRF / LimeSDR (for trans- mission) can be
used to conduct these experiments. Other platforms such as LabView with
NI-USRP or Simulink with RTL-SDR can also be used.

Prerequisites:
= ECT 305 Analog and Digital Communication
= ECT 303 Digital Signal Processing

Course Outcomes :The student will be able to
CO 1 | Setup simple prototype circuits for waveform coding and digial

modulation techniques working in a team.

CO 2 | Simulate the error performance of a digital communication system
using standard binary and M -ary modulation schemes.

CO 3 | Develop hands-on skills to emulate a communication system with
software-designed-radio working in a team.

Mapping of Course Outcomes with Program Outcomes

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POY | PO10 | PO11 | PO12

CO1 | 3 3 3 2 3 0 0 0 3 2 0 1

Cco2 | 3 3 3 2 3 0 0 0 0 0 0 1

CO3 | 3 3 3 3 3 0 0 0 3 2 0 3




Assessment Pattern Mark

Distribution;

Total Mark CIE ESE
150 75 75

Continuous Internal Evaluation Pattern:

Attribute Mark
Attendance 15
Continuous assessment 30

Internal Test (Immediately before | 30
the second series test)

End Semester Examination Pattern: The following guidelines should be followed
regarding award of marks.

Attribute Mark
Preliminary work 15
Implementing the work/Conducting the experiment 10
Performance, result and inference (usage of equipments 25
and trouble shooting)

Viva voce 20
Record 5

General instructions: End-semester practical examination is to be conducted
immediately after the second series test covering entire syllabus given below. Evaluation
is to be conducted under the equal responsibility of both the internal and external
examiners. The number of candidates evaluated per day should not exceed 20. Students
shall be allowed for the examination only on submitting the duly certified record. The
external examiner shall endorse the record.

Experiments

Part A

Any two experiments are mandatory. The students shall design and setup simple
prototype circuits with the help of available ICs. They can observe Waveforms
produced by these circuits for standard ideal inputs.

1. FM generation and demodulation using PLL

2. Generation and Detection of PCM signals



3. Generation and Detection of Delta modulated signals
4. Generation and Detection of BPSK

5. Generation and Detection of 16-QPSK

Part B

All experiments are mandatory. The students shall write scripts to simulate
components of communication systems. They shall plot various graphs that help
to appreciate and compare performance.

1. Performance of Waveform Coding Using PCM

1. Generate a sinusoidal waveform with a DC offset so that it takes only
positive amplitude value.

2. Sample and quantize the signal using an uniform quantizer with number of
representation levels L. Vary L. Represent each value using decimal to
binary encoder.

3. Compute the signal-to-noise ratio in dB.

4. Plot the SNR versus number of bits per symbol. Observe that the SNR
increases linearly.

2. Pulse Shaping and Matched Filtering

1. Generate a string of message bits.

2. Use root rasied cosine pulse p(¢) as the shapig pulse, and generate the
corresponding baseband signal with a fixed bit duration 7. You may use
roll-off factor as a = 0.4.

3. Simulate transmission of baseband signal via an AWGN channel

4. Apply matched filter with frequency response P.f) = P *(f) to the
received signal.

5. Sample the signal at mT;, and compare it against the message sequence.
3. Eye Diagram

1. Generate a string of message bits.

2. Use rasied cosine pulse p(f) as the shapig pulse, and generate the
corresponding baseband signal with a fixed bit duration 7. You may use
roll-off factor as a = 0.4.

3. Use various roll off factors and plot the eye diagram in each case for the
received signal. Make a comparison study among them.



4. Error Performance of BPSK

1. Generate a string of message bits.

2. Encode using BPSK with energy per bit £, and represent it using points in
a signal-space.

3. Simulate transmission of the BPSK modulated signal via an AWGN
channel with variance Ny/2.

4. Detect using an ML decoder and plot the probability of error as a function
of SNR per bit E,/N.

5. Error Performance of QPSK

1. Generate a string of message bits.

2. Encode using QPSK with energy per symbol E; and represent it using
points in a signal-space.

3. Simulate transmission of the QPSK modulated signal via an AWGN
channel with variance Ny/2 in both /-channel and O-channel.

4. Detect using an ML decoder and plot the probability of error as a function
of SNR per bit £,/Ny where E; = 2E,.

Part C

Any two experiments are mandatory. The students shall emulate communication
systems with the help of software-defined-radio hardware and necessary control
software. Use available blocks in GNU Radio to implement all the signal
processing. These experiments will help students to appreciate better how
theoretical concepts are translated into practice.

1. Familiarization with Software Defined Radio (Hardware and Control
Software)

1. Familiarize with an SDR hardware for reception and transmission of RF
signal.

2. Familiarize how it can be interfaced with computer.

3. Familiarize with GNU Radio (or similar software’s like Simulink/ Lab-
View) that can be used to process the signals received through the SDR
hardware.

4. Familiarize available blocks in GNU Radio. Study how signals can be
generated and spectrum (or power spectral density) of signals can be
analyzed. Study how filtering can be performed.



2. FM Reception

1.

Receive digitized FM signal (for the clearest channel in the lab) using the
SDR board.

2. Setup an LPF and FM receiver using GNU Radio.

3. Use appropriate sink in GNU Radio to display the spectrum of signal.

4. Resample the voice to make it suitable for playing on computer speaker.

3. FM Transmission

1.

Use a wave file source.

2. Set up an FM transmitter using GNU Radio.

3. Resample the voice source and transmit using the SDR.

Schedule of Experiments Every experiment should be completed in three hours.

Text books and References

1.

Carl Laufer, “The Hobbyist’s Guide to the RTL-SDR: Really Cheap
Software Defined Radio”

. Neel Pandeya, “Implementation of a Simple FM Receiver in GNU Ra-

dio,” https://kb.ettus.com/

. WH Tranter, KS Shanmugan, TS Rappaport, KL Kosbar, “Principles of

Communication Systems Simulation with Wireless Applications”,
Prentice Hall

. Michael Ossmann, “Software Defined Radio with HackRF,” YouTube

Tutorial

. Mathuranathan Viswanathan, “Digital Modulations using Python”
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Preamble: The course aims
e To estimate the ability of the students in transforming the theoretical knowledge
studied in to a working model of an electronic system
¢ For enabling the students to gain experience in organisation and implementation of
small projects.
¢ Design and development of Small electronic project based on hardware or a
combination of hardware and software for electronics systems.

Course Plan

In this course, each group consisting of three/four members is expected to design
and develop a moderately complex electronic system with practical applications,
this should be a working model. The basic concept of product design may be taken
into consideration.

Students should identify a topic of interest in consultation with Faculty/Advisor.
Review the literature and gather information pertaining to the chosen topic. State the
objectives and develop a methodology to achieve the objectives. Carryout the
design/fabrication or develop codes/programs to achieve the objectives.
Demonstrate the novelty of the project through the results and outputs. The progress
of the mini project is evaluated based on a minimum of two reviews.

The review committee may be constituted by the Head of the Department. A project
report is required at the end of the semester. The product has to be demonstrated for
its full design specifications. Innovative design concepts, reliability considerations,
aesthetics/ergonomic aspects taken care of in the project shall be given due weight.

Course Outcomes

Be able to practice acquired knowledge within the selected area of
Col1 technology for project development.

Identify, discuss and justify the technical aspects and design aspects
Co2 of the project with a systematic approach.

Reproduce, improve and refine technical aspects for engineering
Co3 projects.

CO4 Work as a team in development of technical projects.

Communicate and report effectively project related activities and
COs findings.




Mapping of course outcomes with program outcomes

PO | PO |PO |PO |PO | PO | PO |PO |PO | PO | PO | PO

1 2 3 4 5 6 7 8 9 10 11 12
CO1 |3 3 3 2 3 2
CO2 |3 3 3 2 3 3 2
CO3 |3 3 3 2 3 3 2
CcCO4 3 3 3 2
CO5 3 3 3 2

Evaluation

The internal evaluation will be made based on the product, the report and a viva- voce
examination, conducted by a 3-member committee appointed by Head of the
Department comprising HoD or a senior faculty member, Academic coordinator for
that program, project guide/coordinator.

The Committee will be evaluating the level of completion and demonstration of

functionality/specifications, presentation, oral examination, work knowledge and
involvement.

Mark distribution

Total Marks CIE ESE ESE Duration

150 75 75 1 hour
Split-up of CIE
Component Marks
Attendance 10

Marks awarded based on guide’s evaluation | 15

Project Report 10
Evaluation by Committee 40
Split-up of ESE

Component Marks

Level of completion 10

Demonstration of 25

functionality

Project Report 10

Viva-voce 20

Presentation 10
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ECT312

DIGITAL SYSTEM DESIGN

CATEGORY L| T| P| CREDIT

PEC 2 1, 0 3

Preamble: This course aims to design hazard free synchronous and asynchronous sequential
circuits and implement the same in the appropriate hardware device

Prerequisite: ECT203 Logic Circuit Design

Course Outcomes: After the completion of the course the student will be able to

E;) ! Analyze clocked synchronous sequential circuits
CO2 L

K4 Analyze asynchronous sequential circuits

co3 Design hazard free circuits

K3

;;) 4 Diagnose faults in digital circuits

COs . .

K2 Summarize the architecture of FPGA and CPLDs

Mapping of course outcomes with program outcomes

PO1 | PO2 | PO3 | PO4| POS PO6|PO7|PO8| PO L2 L PO
10 11 12
CO1 3 3 3 2 2 2 3
CO2 3 3 2 2 2 3
CO3 3 3 3 3 2 2 3
CO4 3 2 1 2 2 3
CO5 2 2 2 3
Assessment Pattern
Bloom’s Category Continuous Assessment | End Semester Examination
Tests
1 2
Remember K1 10 10 15
Understand K2 10 20 30
Apply K3 20 20 35
Analyse K4 10 20
Evaluate
Create




Mark distribution

Total CIE ESE ESE
Marks Duration
150 50 100 3 hours

Continuous Internal Evaluation Pattern:

Attendance : 10 marks
Continuous Assessment Test (2 numbers) : 25 marks
Assignment/Quiz/Course project : 15 marks

End Semester Examination Pattern: There will be two parts; Part A and Part B. Part A
contain 10 questions with 2 questions from each module, having 3 marks for each question.
Students should answer all questions. Part B contains 2 questions from each module of which
student should answer any one. Each question can have maximum 2 sub-divisions and carry
14 marks.

Course Level Assessment Questions

Course Outcome 1 (CO1): Analyze clocked synchronous sequential circuits (K4)

1. Construct an ASM chart for a sequence recognizer to recognize the input sequence of pairs
x1x2= 01, 01, 11, 00. The output variable, ‘z’ is asserted when x1x2= 00 if and only if
the three preceding pairs of inputs are x1x2= 01, 01 and 11, in thatorder.

2.0Obtain a minimal state table for a clocked synchronous sequential network having a single
input line ‘x’ in which the symbols 0 and 1 are applied and a single output line ‘z’. An
outputof 1 is to be produced if and only if the 3 input symbols following two consecutive
input 0’s consist of at least one 1. An example of input/output sequences that satisfy the
conditions of the network specifications is:
x=0100010010010010000000011
z=0000001000000100000000001

3. Analyse the following clocked synchronous sequential network. Derive the next state and
output equations. Obtain the excitation table, transition table, state table and state
diagram.




Course Outcome 2 (CO2): Analyze asynchronous sequential circuits (K4)

1. A reduced flow table for a fundamental-mode asynchronous sequential network is given
below. Using the universal multiple-row state assignment, construct the corresponding
expanded flow table and transition table. Assign outputs where necessary such that there is at
most a single output change during the time the network is unstable. Assume that the inputs x1
and x2 never change simultaneously.

Next state Output ()

Present state Input state (x1X2) Input state (x1X2)

00f % Of T[% 10" irky |¢0Q F704 J 10 | 11
A A)| B
B D
C A @
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2. Analyze the asynchronous sequential network by forming the excitation/transition table, state
table, flow table and flow diagram. The network operates in the fundamental mode with the
restriction that only one input variable can change at a time.
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3. Describe races in ASN with example.

Course Outcome 3 (CO3): Design hazard free circuits (K3)
1. Differentiate between static and dynamic hazard.

2. Examine the possibility of hazards in the (i) OR-AND logic circuit whose Boolean
function is given by f = X(0,2,6,7) (ii)) AND-OR logic circuit whose Boolean function is

given by f=Z(B457 ). Show how the hazard can be detected and eliminated in each circuit.



3. Investigate the problem of clock skew in practical sequential circuits and suggest solutions
with justification to minimize or eliminate it.

Course Outcome 4 (CO4): Diagnose faults in digital circuits (K3)
1. Illustrate the fault table method used for effective test set generation for the circuit whose
Boolean functionis z = X,;x, + x,

2. Find the test vectors of all SAO and SA1 faults of the circuit whose Boolean function is

the Kohavi algorithm.
F o g .1'1.\';.\'qby e Kohavi algorithm

3. Write a note on BIST techniques.

Course Outcome 5 (COS5): Summarize the architecture of FPGA and CPLDs (K2)
1. Draw and explain the architecture of Xilinx XC4000 configurable logicblock.

2. Draw and explain the architecture of Xilinx 9500 CPLD family.
3. Explain the internal structure of XC4000 input/output block.

SYLLABUS

Module 1: Clocked Synchronous Networks

Analysis of clocked Synchronous Sequential Networks (CSSN), Modelling of CSSN — State
assignment and reduction, Design of CSSN, ASM Chart and its realization

Module 2: Asynchronous Sequential Circuits

Analysis of Asynchronous Sequential Circuits (ASC), Flow table reduction- Races in ASC,
State assignment problem and the transition table- Design of AS, Design of ALU

Module 3: Hazards

Hazards — static and dynamic hazards — essential, Design of Hazard free circuits — Data
synchronizers, Mixed operating mode asynchronous circuits, Practical issues- clock skew and
jitter, Synchronous and asynchronous inputs — switch bouncing

Module 4: Faults

Fault table method — path sensitization method — Boolean difference method, Kohavi
algorithm, Automatic test pattern generation — Built in Self Test (BIST)

Module 5: CPLDs and FPGA

CPLDs and FPGAs - Xilinx XC 9500 CPLD family, functional block diagram— input output
block architecture - switch matrix, FPGAs — Xilinx XC 4000 FPGA family — configurable
logic block - input output block, Programmable interconnect



Text Books

1. Donald G Givone, Digital Principles & Design, Tata McGraw Hill, 2003

2. John F Wakerly, Digital Design, Pearson Education, Delhi2002

3. John M Yarbrough, Digital Logic Applications and Design, Thomson Learning

Reference Books
1. Miron Abramovici, Melvin A. Breuer and Arthur D. Friedman, Digital Systems Testing

and Testable Design, John Wiley & Sons Inc.

2. Morris Mano, M.D.Ciletti, Digital Design, S5th Edition, PHI.

N. N. Biswas, Logic Design Theory, PHI

4. Richard E. Haskell, Darrin M. Hanna , Introduction to Digital Design Using Digilent
FPGA Boards, LBE Books- LLC

5. Samuel C. Lee, Digital Circuits and Logic Design, PHI

Z. Kohavi, Switching and Finite Automata Theory, 2nd ed., 2001, TMH

@

o

Course Contents and Lecture Schedule

] No. of
No Topic
Lectures
1 Clocked Synchronous Networks
1.1 Analysis of clocked Synchronous Sequential Networks(CSSN) 2
1.2 Modelling of CSSN — State assignment and reduction 2
1.3 Design of CSSN 2
1.4 |[ASM Chart and its realization 1
2 Asynchronous Sequential Circuits
2.1 Analysis of Asynchronous Sequential Circuits (ASC)
2.2 Flow table reduction- Races in ASC 2
2.3 State assignment problem and the transition table- Design of AS 2
2.4 Design of ALU 2
3 Hazards
3.1 Hazards — static and dynamic hazards — essential 1
3.2 Design of Hazard free circuits — Data synchronizers 1
3.3 Mixed operating mode asynchronous circuits 1
3.4 Practical issues- clock skew and jitter 1
3.5 Synchronous and asynchronous inputs — switch bouncing 2
4 Faults
4.1 Fault table method — path sensitization method — Boolean 2
difference method
4.2 Kohavi algorithm
4.3 [Automatic test pattern generation — Built in Self Test(BIST) 3
5 CPLDs and FPGA
5.1 CPLDs and FPGAs - Xilinx XC 9500 CPLD family, functional 3
block diagram— input output block architecture - switch matrix
5.2 FPGAs — Xilinx XC 4000 FPGA family — configurable logic 3
block - input output block, Programmable interconnect




Simulation Assignments:

At least one assignment should be design of digital circuits that can be used in day today life.
This has to be done in a phased manner. The first phase involves the design in HDL (VHDL/
Verilog) and the second phase implementing the same in a hardware device. Some of the
assignments are as listed below:

Design of vending machine
Design of ALU

Architecture of different FPGAs
Architecture of different CPLDs

Fault detection methods other than those mentioned in the syllabus

A

Metastability condition and methods to avoid it



Model Question paper

APJ ABDUL KALAM TECHNOLOGICAL UNIVERSITY
SIXTH SEMESTER B.TECH DEGREE EXAMINATION, (Model Question Paper)
Course Code: ECT312
Course Name: DIGITAL SYSTEM DESIGN
Max. Marks: 100 Duration: 3 Hours

PART A

Answer ALL Questions. Each carries 3 marks.

1 Differentiate Mealy and Moore models. K1
2 What are the elements in an ASM chart? K1
3 Describe one-hot assignment technique. K2
4 Define critical and non-critical races. K1
5 What is jitter? List the sources of clock jitter. K2
6 Differentiate positive skew and negative skew. K2
7 List the different types of faults in digital circuits. K1
8 Differentiate between fault and defect. K2
9 What are FPGA? What are the advantages of FPGA? K1
10  Differentiate between FPGA and CPLD K2
PART - B

Answer one question from each module; each question carries 14 marks.
Module - I

11 a Analyze the following sequential network. Derive the next state and output
equations. Obtain its transition table and state table.
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b.  Construct an ASM chart for the following state diagram shown. Determine the

model of CSSN that this system conforms to 